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Abstract

The notion of a universal construction is central in computing science: the wheel has not to be reinvented for each new problem. In the context of \( n \)-process asynchronous distributed systems, a universal construction is an algorithm that is able to build any object defined by a sequential specification despite the occurrence of up to \((n-1)\) process crash failures. The aim of this paper is to present a guided tour of such universal constructions. Its spirit is not to be a catalog of the numerous constructions proposed so far, but a (as simple as possible) presentation of the basic concepts and mechanisms that constitute the basis these constructions rest on.
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1 Introduction

A (very) short historical perspective Looking for (some) universality seems inherent to humankind. Any language, any writing system, can be seen as an attempt to universality [42]. In the science domain, one of the very first witness of research of universality found in the past seems to be the Plimpton 322 tablet (Figure 1), which describes the fifteen first Pythagorean triplets \((a^2+b^2=c^2)\). This
is only a list, not yet an algorithm with its proof. Hence, this tablet is a step to
universality for Pythagorean triplets, but not yet a universal method able to provide
us with a sequence of Pythagorean triplets of any length.

Figure 1: Plimpton 322 tablet

The geometric constructions with a compass and a straightedge designed by
the Ancient Greeks are among the first algorithms coming with correctness proofs
(see also [50]). Proofs of impossible constructions in the “compass + straight-
edge” computing model took more time (e.g., the impossibility of squaring the
circle, i.e., build, with straightedge and compass only, a square whose area is
equal to the area of a given circle). More recently, the Turing machine provides
us with an abstract computing device, which is considered as the most general
sequential computing model, thereby fixing the limits of what can be computed
by a sequential machine [61]. It is consequently claimed to be universal. The
halting problem is the most famous of the problems that are impossible to solve
in this “most general” sequential computing model.

In distributed computing the situation is different. As written in [36]: “In se-
quential systems, computability is understood through the Church-Turing Thesis:
anything that can be computed, can be computed by a Turing Machine. In dis-
tributed systems, where computations require coordination among multiple par-

1This impossibility follows from the fact that $\pi$ is a transcendent number (F. von Lindemann
1882), and a theorem by P. L. Wantzel, who established, in 1837, necessary and sufficient condi-
tions for a number to be constructible in the “compass + straightedge” computing model [62].

2This means that any sequential computing model proposed so far has the same computability
power as a Turing machine (e.g., Church’s Lambda calculus, or Post systems [51]), or is weaker
than a Turing machine (e.g., finite state automata).
ticipants, computability questions have a different flavor. Here, too, there are many problems which are not computable, but these limits to computability reflect the difficulty of making decisions in the face of ambiguity, and have little to do with the inherent computational power of individual participants.”

In distributed computing the main issues posed by universality and computability appear when one has to implement distributed state machines (distributed services encapsulated in concurrent objects) in the presence of adversaries due to the environment in which the computation evolves (such as asynchrony and process failures) [25, 32, 43, 46].

Concurrent objects and asynchronous crash-prone read/write systems A concurrent object is an object that can be accessed (possibly simultaneously) by several processes. From both practical and theoretical point of views, a fundamental problem of concurrent programming consists in implementing high level concurrent objects, where “high level” means that the object provides the processes with an abstraction level higher than the atomic hardware-provided instructions. While this is well-known and well-mastered since a long time in the context of failure-free systems [13], it is far from being trivial in failure-prone systems (e.g., see textbooks such as [52, 58]), where it is still an important research domain.

This paper considers systems made up of \( n \) sequential asynchronous processes which, at the hardware level, communicate through memory locations (memory words also called registers) which can be accessed by atomic operations (instructions), including the basic read and write operations. Moreover, it is assumed that, in any run, up to \((n-1)\) processes may crash (unexpected halting). When restricted to the basic read and write instructions, this computation model is known under the name wait-free read/write model (denoted here \( \text{CARW}_n[\emptyset] \), where \( \text{CARW} \) stands for Crash Asynchronous Read/Write).

On progress conditions Deadlock-freedom and starvation-freedom are well-known progress conditions in failure-free asynchronous systems. As their implementation is based on lock mechanisms, they are not suited to asynchronous crash-prone systems. This is due to the fact that it is impossible to distinguish a crashed process from a slow process, and consequently a process that acquires a lock and crashes before releasing it can entail the blocking of the entire system.

Hence, new progress conditions for concurrent objects suited to crash-prone asynchronous systems have been proposed. Given an object, we have the following.

- The strongest progress condition is wait-freedom (WF) [32]. It states that, any operation (on the object that is built) issued by a process that does not crash terminates. This means that it terminates whatever the behavior of the
other processes. This can be seen as the equivalent of the starvation-freedom progress condition encountered in failure-free systems.

- The *non-blocking* progress condition (NB) states that there is at least one process that can always progress (all its object operations terminate) \[38\]. This progress condition is also called *lock-freedom*. It can be seen as the equivalent of deadlock-freedom in failure-free systems. Non-blocking has been generalized in \[14\], under the name *k-lock-freedom* (k-NB), which states that at least k processes can always make progress.

- The *obstruction-freedom* progress condition (OB) states that a process that does not crash will be able to terminate its operation if all the other processes hold still long enough \[34\]. This is the weakest progress condition. It has been generalized in \[59\], under the name *k-obstruction-freedom* (k-OB), which states that, if a set of at most k processes run alone for a sufficiently long period of time, they will terminate their operations.

While *wait-freedom* and *non-blocking* are independent of the concurrency and failure pattern, *obstruction-freedom* is dependent from it. Asymmetric progress conditions have been introduced in \[41\]. The computational structure of progress conditions is investigated in \[60\].

**Universal construction**  The notion of a universal construction was introduced by M. Herlihy in \[32\]. It considers objects (a) which are defined from sequential specifications and (b) whose operations are total, i.e., any object operation returns a result (as an example, a `push()` operation on an empty stack returns the default value \(\bot\)).

Let \(PC\) be a progress condition. A *PC-compliant universal construction* is an algorithm that, given the sequential specification of an object \(O\) (or a sequential implementation of it), provides a concurrent implementation of \(O\) satisfying the progress condition \(PC\) in the presence of up \((n - 1)\) process crashes (Figure 2).

![Figure 2: PC-compliant universal construction](image)

It has been shown in \[25, 32, 47\] that the design of a universal construction with respect to the wait-freedom progress condition is impossible in \(\mathcal{CARW}_n[0]\). This means that the basic system model \(\mathcal{CARW}_n[0]\) has to be enriched with hardware-provided atomic instructions or additional computing objects whose computational power is stronger than atomic read/write registers (in the following,
we consider terms “register” and “memory location” as synonyms; we sometimes also say “atomic read/write object” by a slight abuse of language).

Content of the paper This paper aims at being a guided tour to distributed universal constructions. Its goal is not to be a presentation including as many universal constructions as possible, but to focus on the central features universal constructions rest on, and illustrate them with existing algorithms. To this end, after having introduced basic definitions (Section 2), the paper proceeds as follows.

- Section 3 presents first a simple and elegant universal construction suited to the system model $\text{CARW}_n[\text{LL/SC}]$ (which is $\text{CARW}_n[\emptyset]$ enriched with the hardware-provided instructions LL and SC, which are defined in the section). This allows for an easy introduction of the notion of a speculative computation and the notion of a help mechanism (introduced in [32] and recently formalized in [17]). This section presents also extensions devoted to large objects.

- Section 4 is made up of two subsections. the first is on the efficiency of universal constructions. Considering the algorithms that realize them, it addresses the notion of disjoint-access parallelism. The second subsection is on the object side. It considers the case of universal constructions for deterministic abortable objects [15, 31, 52, 53]. Such an object is a classical object defined by a sequential specification which allows an operation to return a default value $\bot$ in the presence of contention (in this case the operation has no effect on the object). Hence, in a concurrency-free execution, an abortable object behaves as its non-abortable counterpart. The notion of $k$-abortable object has been recently introduced in [8], where is also presented an associated universal construction. A $k$-abortable object is such that an operation is allowed to return $\bot$ only if it is concurrent with operations from at most $k$ different processes, and none these operations return $\bot$.

- All the previous universal constructions consider that the underlying crash-prone system is enriched with hardware-provided atomic instructions such as LL/SC or Compare&Swap, which work on memory locations [22]. Hence, the question: Which are the instructions that allow to build a universal construction? As an example, can a universal construction be designed for the system model $\text{CARW}_n[\text{Test\&Set}]$ ($\text{CARW}_n[\emptyset]$ enriched with the hardware-provided atomic instruction Test&Set). This issue was solved by M. Herlihy in [32], who introduced the celebrated consensus hierarchy. This is addressed in the first part of Section 5. Hence, the consensus object is at the core of universal constructions.
Then, the section shows another important advantage of using consensus objects instead of primitives hardware-provided instructions to design universal constructions. While instructions are uniform (any instruction can access any memory location [22]), an object is a typed abstraction that has the property that an operation on type $T$ cannot be applied to an object of type $T'$. Moreover, an object can be weakened or generalized according to the needs of the user. As an example, the consensus object can be weakened to the $k$-set agreement ($k$-SA) object [19] or to the $k$-simultaneous consensus ($k$-SC) object [3] ($k$-SA and $k$-SC objects are defined in the section).

The section presents then the notion of a $k$-universal construction due to E. Gafni and R. Guerraoui [27]. Such a construction considers $k$ objects (instead of only one) and ensures that at least one of these objects progresses forever. This construction relies on $k$-SC objects instead of consensus objects.

Finally, the section considers the case where we want that, not at least one but at least $\ell$ objects progress forever, where $\ell$ is any predefined constant in $[1..k]$. As shown in [55], objects denoted $(k, \ell)$-SC ($(k, \ell)$-simultaneous consensus objects defined in the section), which are strictly stronger than $k$-SC objects (when $\ell > 1$), and weaker than consensus objects (when $\ell < k$), are necessary and sufficient to build a universal construction for $k$ objects, where at least $\ell$ objects progress forever. It is important to notice that these generalizations of universal constructions could not have been obtained from hardware-provided instructions. This will conclude the guided tour.

Finally, after a short Section 6 comparing universal constructions and software transactional memory (STM) systems, Section 7 concludes the paper.

2 Basic Asynchronous Read/Write Model $\mathcal{CARW}_n[0]$

Crash-prone asynchronous processes The basic computing model (denoted here $\mathcal{CARW}_n[0]$) was sketched in the introduction. It is composed of a set of $n$ sequential processes denoted $p_1, ..., p_n$. Each process is asynchronous which means that it proceeds at its own speed, which can be arbitrary and remains always unknown to the other processes.

A process may halt prematurely (crash failure), but executes correctly its local algorithm until it possibly crashes. Up to $(n-1)$ processes may crash in a run. Due to the atomicity of the hardware-provided operations, if a process crashes while executing such an operation, this operation appears as entirely executed or not at all. A process that crashes in a run is said to be faulty in this run. Otherwise, it
is correct or non-faulty. Hence, a faulty process is a process whose speed, after some time, remains forever equal to 0.

On atomicity The processes communicate by accessing atomic read/write registers (memory locations). Atomicity means that the read and write primitive operations on a register appear as if they have been executed one after the other. Moreover, the corresponding sequence of operations $S$ is such that (a) if the operation $\text{op}_1$ terminated before the operation $\text{op}_2$ started, $\text{op}_1$ appears before $\text{op}_2$ in $S$, and (b) a read operation on a register $R$ returns the value written by the closest preceding write operation on $R$ (or its initial value if there is no preceding write) [44]. Atomicity is also called linearizability when considering any object defined by a sequential specification [38].

Notation Variables local to a process $p_i$ are denoted with lowercase letters, sometimes indexed with $i$. Memory location and objects shared by the processes are denoted with capital letters.

3 A Simple LL/SC-Based WF-Compliant Universal Construction

3.1 Extending $\text{CARW}_n[\emptyset]$ with LL/SC

Model $\text{CARW}_n[\text{LL/SC}]$ These hardware-provided atomic instructions can be applied to any memory location. The wait-free read/write model $\text{CARW}_n[\emptyset]$ enriched with them is denoted $\text{CARW}_n[\text{LL/SC}]$. LL/SC is made up of three instructions: LL stands for Linked Load; SC stands for store conditional; VL stands for Validate.

Let $X$ be a memory location. $X.\text{LL}()$ returns the current value of $X$. Let $p_i$ be a process that invokes $X.\text{SC}(v)$. This invocation assigns $v$ to $X$ if $X$ has not been assigned a value by another process since the previous invocation of $X.\text{LL}()$ issued by $p_i$. In this case, $X.\text{SC}(v)$ returns true and we say that the invocation is successful; otherwise it returns false. Finally, an invocation of $X.\text{VL}()$ by process $p_i$ returns true if no other process has issued a successful $X.\text{SC}()$ since the last invocation of $X.\text{LL}()$ issued by $p_i$.

These instructions are used to bracket a speculative computation. A process first reads $X$ with $X.\text{LL}()$ and stores its value in a local variable $x_i$. Then $p_i$ does a local computation which depends on both $x_i$ and its local state. The aim of this local computation is to define a new value $v$ for $X$. Finally, $p_i$ tries to commit its local computation by writing $v$ into $X$, which is done by invoking $X.\text{SC}(v)$. 
If this invocation is successful, the write is committed; otherwise the write fails. A similar behavior can be obtained by the Compare\&Swap() instruction. The main advantage of LL/SC, with respect to Compare\&Swap(), lies in the fact that it does suffer the ABA problem (see [52, 58]), which requires sequence numbers to be solved. Algorithms based on LL/SC can be found in many publications (e.g., [23, 33, 39, 52, 58, 59] to cite a few).

### 3.2 A simple universal construction in $\text{CARW}_n[\text{LL/SC}]$

This section presents a simplified version (denoted sFK) of a universal construction due to P. Fatourou and N. Kallimanis [24]. The main difference is that the presented construction uses sequence numbers which increase forever, while [24] uses sequence numbers modulo 2). This additional memory cost makes it much easier to present and prove correct.

**Collect object** This construction uses a collect object. Such an object can easily be built in $\text{CARW}_n[\emptyset]$. It consists of an array $COL[1..n]$, with one entry per process, and provides them with two operations denoted $\text{update}(v)$ and $\text{collect}()$. The invocation of $COL.\text{update}(v)$ by a process $p_i$ assigns $v$ to $COL[i]$. The invocation of $COL.\text{collect}()$ is an asynchronous scan of the array which returns, for each entry $j$, the value it has read from $COL[j]$. A formal definition of such an object can be found in [52].

Due to the asynchronous scan, a collect object is not atomic (hence a collect object is computationally weaker than a snapshot object [1]). An atomic version of a collect object is described in [24]. Its implementation (a) assumes that the $n$ components of the collect object are stored in a single memory location, and (b) is based on the hardware-provided instruction $\text{add}(v)$ ($Y.\text{add}(v)$ atomically adds $v$ to $Y$).

**Global and local variables** Let $O$ be the object that is built.

- $\text{STATE}$ is a memory location made up of three fields:
  - $\text{STATE}.\text{value}$ contains the current value of $O$. It is initialized to the initial value of $O$.
  - $\text{STATE}.\text{sn}[1..n]$ is an array of sequence numbers initialized to $[0, \cdots, 0]$; $\text{STATE}.\text{sn}[i]$ is the sequence number of the last invocation of an operation on $O$ issued by $p_i$.
  - $\text{STATE}.\text{res}[1..n]$ is an array of result values initialized to $[\bot, \cdots, \bot]$; $\text{STATE}.\text{res}[i]$ contains the result of the last operation issued by $p_i$ that has been applied to $O$. 

- **BOARD** is a collect object. **BOARD**[i] is a pair (**BOARD**[i].op, **BOARD**[i].sn) initialized to (⊥, 0); **BOARD**[i].op contains the last operation on O issued by \( p_i \), and **BOARD**[i].sn contains its sequence number.

- Each process \( p_i \) manages a sequence number generator \( sn_i \) initialized to 1.

The object \( O \) is assumed to be defined by a transition function \( \delta() \). Let \( s \) be the current state of \( O \) and \( \text{op}(in) \) be the invocation of the operation \( \text{op}() \) on \( O \), with input parameter \( in \); \( \delta(s, \text{op}(in)) \) outputs a pair \( (s', r) \) such that \( s' \) is the state of \( O \) after the execution of \( \text{op}(in) \) on \( s \), and \( r \) is the result of \( \text{op}(in) \).

**Construction sFK: speculative computation and helping** The construction sFK is described in Figure 3. When a process \( p_i \) invokes an operation \( \text{op}(in) \) on \( O \), it first publishes the pair \( (\text{op}(in), sn_i) \) in the collect object **BOARD** (line 1). Then, it invokes the internal procedure \( \text{apply()} \) at the end of which it will locally return the result produced by \( \text{op}(in) \) (line 2).

```
when \( p_i \) invokes \( \text{op}(in) \) do
  (1) \( \text{BOARD}.\text{update}((\text{op}(in), sn_i)); sn_i \leftarrow sn_i + 1; \)
  (2) \( \text{apply}(); \text{let } r = \text{STATE}.\text{res}[i]; \text{return}(r). \)

internal procedure \( \text{apply}() \) is
  (3) repeat twice
  (4) \( ls \leftarrow \text{STATE}.\text{LL}(); \)
  (5) \( \text{pairs} \leftarrow \text{BOARD}.\text{collect}(); \)
  (6) for \( \ell \in \{1, 2, \ldots, n\} \) do
  (7) if \( (\text{pairs}[\ell].sn = ls.sn[\ell] + 1 \) then
  (8) \( (\text{new_state}, r) \leftarrow \delta(ls.value, \text{pairs}[\ell].op); \)
  (9) \( ls.res[\ell] \leftarrow r; ls.sn[\ell] \leftarrow \text{pairs}[\ell].sn \)
  (10) end if
  (11) end for
  (12) \( \text{STATE}.\text{SC}(ls) \)
  (13) end repeat twice.
```

Figure 3: WF-compliant universal construction sFK (system model \( \text{CARW}_n[\text{LL/SC}] \))

The core of the construction is the procedure \( \text{apply}() \), in which a process \( p_i \) executes twice the lines 4-12 (we will see later why this has to be done twice). Process \( p_i \) first reads the current local state of the object (line 4), and starts a first speculative execution (which will end at line 12). In this speculative execution, \( p_i \) first reads the content of the collect object **BOARD** from which it obtains for each process \( p_i \) a pair (last operation invoked by \( p_i \), associated sequence number). Let us recall that as **BOARD**.collect() is not atomic, and \( p_i \) is asynchronous, the pairs
that are returned are not necessarily associated with a consistent global state the computation passed through.

Then, \( p_i \) considers each pair in \( pairs \) in the “for” loop of lines 6-11. In this loop, \( p_i \) strives to help all the processes that have a pending operation on \( O \). From its point of view (i.e., with the information it has obtained from its previous reads of \( STATE \) and \( BOARD \)), those are all the processes \( p_\ell \) such that \( pairs[\ell].sn = ls.sn[\ell] + 1 \) (line 7). If this local predicate is true, \( p_i \) locally simulates (speculative computation) the last operation issued by \( p_\ell \) not yet applied to the object (line 6), and locally saves the result of the operation and its sequence number (line 9). Finally, \( p_i \) tries to commit its speculative computation by invoking \( STATE.SC() \) (line 12). Let us observe that, if this invocation is successful, we can conclude that no process modified \( STATE \) while \( p_i \) was doing its speculative computation. Hence, the local variable \( ls \) of \( p_i \) is up to date, and, from an external observer point of view, everything appears as if the computation starting at line 4 and ending at line 12 was executed atomically. If the invocation of \( STATE.SC() \) is not successful, the speculative execution is not committed.

**Construction sFK: why “repeat twice”?** Let us first observe that, due to sequence numbers, once registered in the collect object \( BOARD \), an operation cannot be executed more than once. Moreover, if the process \( p_j \) that invokes an operation does not crash, it terminates its operation \( op(in) \). This follows from the fact that the lines 7, 10 are executed a bounded number of times (2n). But is the result provided for \( op(in) \) correct?

To answer this question, let us consider the execution described in Figure 4. When process \( p_j \) (bottom of the figure) executes the atomic statement \( STATE.LL() \) followed by \( BOARD.collect() \) (lines 4, 5), \( p_i \) (top of the figure) has not yet registered by executing \( BOARD.update() \) (line 1). Hence \( pairs_j \) does not contain \( \langle op(in), sn \rangle \). Let us assume that the execution of \( STATE.SC(ls_j) \) by \( p_j \) is successful. If \( p_i \) executes only once the repeat loop, its execution of \( STATE.SC() \) is not successful, and \( p_i \) returns despite the fact that \( p_j \) has not helped it by executing \( op(in) \). Hence, the statement \( return(r) \) executed by \( p_i \) at line 2 returns the result of its previous operation invocation.

Assuming now that \( p_i \) executes twice the repeat loop, let us consider the first successful invocation of \( STATE.SC() \) that occurs after the previous successful invocation by \( p_j \). This invocation is issued by some process \( p_k \) (which can be \( p_i \), \( p_j \) or any other process). According to the algorithm of Figure 3, it follows that \( p_k \) has previously invoked \( STATE.LL() \). Moreover, this invocation occurs necessarily after the successful invocation of \( STATE.SC() \) by \( p_j \) (otherwise the invocation of \( STATE.SC() \) by \( p_k \) could not be successful). Consequently, the invocation of \( BOARD.collect() \) by \( p_k \) is such that \( \langle op(in), sn \rangle \in pairs_k \). It follows that \( p_k \)
found $pairs_k[i].sn = ls_k.sn[i] + 1$, and simulated the execution of $\text{op}(in)$ on behalf of $p_i$ and wrote the corresponding result in $ls_k.res[i]$ which was then copied in $STATE.res[i]$ by the successful execution of $STATE.SC()$ by $p_k$.

**Linearization of the operations on $O$** Let SC[1], SC[2], ..., SC[$x$], etc. be the sequence of all the successful invocations of $STATE.SC()$; as $STATE.SC()$ is atomic, this sequence is well-defined. Starting from SC[1], each SC[$x$] applies at least one operation on the object $O$. It is possible to totally order the operations applied to $O$ by each SC[$x$]. Let seq[$x$] be the corresponding sequence. The sequence of operations applied to $O$ is then seq[1] followed by seq[2], ..., followed by seq[$x$], etc.

**Remark on sequence numbers** Techniques such as the one described in [9, 48] (known under the name alternating bit protocol) can be used to obtain an implementation in which the sequence numbers are implemented modulo 2.

### 3.3 The case of large objects

The previous universal construction considered that the internal state of the object ($STATE$) can be copied all at once. A large object is an object whose internal state cannot be copied in one instruction.

Several articles have addressed this problem, e.g., [2, 6, 33]. They all propose to fragment a large object into blocks. Two main approaches have been proposed.

- One consists in using pointers linking the blocks representing the object [33]. Moreover, it requires that the programmer provides a sequential implementation of the object that performs as little copying as possible. The pointers are then accessed with LL instructions which allow a process to obtain a logical copy of the object (which means that only the needed part of the object is copied in its local memory). A process executes then locally a
speculative computation, as defined by the operation it wants to apply to the object. Finally it uses SC instructions on the appropriate pointers to try to commit the new value of the object.

- The other approach consists in representing the object as a long array fragmented into blocks [6]. This paper presents two object constructions based on this approach, which are universal with respect to non-blocking and wait-freedom, respectively. It also presents algorithms implementing atomic LLL/LSC operations (where “L” stands for Large), which extend the LL/SC instructions to arrays of memory locations. These operations are built in the system model \( CARW_n[LL/SC] \).

4 Extensions

This section presents two extensions of universal constructions. The first one regards their efficiency. The second one considers a weakening of concurrent objects called abortable objects.

4.1 On the implementation side: Disjoint-access parallelism

**Disjoint-access parallelism**  A universal construction is *disjoint-access parallel* if two processes that access distinct parts of an object \( O \) do not access common base objects or common memory location which constitute the internal representation of \( O \). As an example, let us consider a queue. If the queue contains three or more items, a process executing \( enqueue(v) \) and a process executing \( dequeue() \) must be able to progress without interfering.

Hence, the aim of a disjoint-access parallel universal construction is to provide efficient implementations. Let us observe that all the universal constructions that built a total order on the operations (such as the one described in Section 3.2 and the ones presented in [2, 23, 33]) are not disjoint-access parallel.

**What can be done?** Hence the question posed by F. Ellen, P. Fatourou, N. Kosmas, A. Milani, and C. Travers, in [21]: Is it possible to design a disjoint-access parallel WF-compliant universal construction? This work presents two important results.

- The first is an impossibility result. It states that it is impossible to design a universal construction that is disjoint-access parallel and ensures that all the operation invocations of the processes that do not crash always terminate. Hence, when we consider any object defined by a sequential specification, disjoint-access parallelism and wait-freedom are mutually exclusive.
• The second result is a positive one, namely the previous impossibility (which considers any object defined by a sequential specification) does not apply to a special class of concurrent objects. Hence, the constructions for this object class are no longer “universal” in the strict sense. This object class contains all the objects $O$ for which, in any sequential execution, each operation accesses a bounded number of base objects used to represent $O$. Examples of such objects are bounded trees, or stacks and queues whose internal representations are list-based.

In their paper, the authors describe a universal construction that ensures, for the previous objects, both the disjoint-access parallel property of the object implementation, and the wait-freedom progress condition for the processes that use it. This construction is presented in the system model $C.ARW_n[LL/SC]$.

4.2 On the object side: Abortable objects

Abortable objects have been investigated in several articles, e.g., [4, 15, 31, 52, 53]. They found their origin in the commit/abort output of transaction-based systems [28], and the notion of “fast path” initially introduced in fast mutual exclusion algorithms [45].

**Definition** An abortable object is an object (defined by a sequential specification) such that

• When executed in a contention-free context, an operation takes effect, i.e., modifies the state of the object and returns a result as defined by its sequential specification,

• When executed in a contention context, an operation either takes effect and returns a result as defined by its sequential specification, or returns the default value ⊥ (abort). If ⊥ is returned, the operation has no effect on the state of the object.

Hence, an abortable object is such that any operation always returns (i.e., whatever the concurrency context). Its progress condition is consequently wait-freedom. Differently from an abortable object, an obstruction-free object does not guarantee operation termination in the presence of concurrency. A theory of deterministic abortable objects (including a study of their respective power) is presented in [31].
Universal constructions for abortable objects  Such a very simple construction is described in Figure 5. It is a trivial simplification of the universal construction described in Figure 3 from which the helping mechanism has been suppressed. The memory location \(\text{STATE}\) contains now only the state of the object.

When a process \(p_i\) invokes an operation \(\text{op}(\text{in})\) on the object, it reads its current state to obtain a local copy (line 1). Then it produces a speculative execution of \(\text{op}(\text{in})\) on this local state \(ls\) (line 2). Finally, it tries to commit its local execution by issuing \(\text{STATE.SC}(ls)\) (line 3). If this SC is successful, \(p_i\) returns the result it has previously computed. Otherwise, there was at least one concurrent operation, and \(p_i\) returns \(\perp\) (line 4).

Let us observe that, if several processes concurrently invoke operations, each invokes \(\text{STATE.LL}()\), and the first of them that invokes \(\text{STATE.SC}()\) produces a successful SC. It follows that, in the presence of concurrency, at least one process is guaranteed to make progress in the sense that it does not return \(\perp\).

An efficient solo-fast universal construction for deterministic abortable objects is described in [15]. Solo-fast (also called contention-aware in other articles) means that the implementation is allowed to use atomic operations on memory locations stronger than read/write only when there is contention. Moreover, this implementation guarantees that the operations that do not modify the object never return \(\perp\) and use only read/write operations. This implementation is based on the primitive operation on memory locations Compare&Swap, whose computational power is the same as LL/SC.

\(k\)-Abortable objects  This notion was recently introduced in [3]. A \(k\)-abortable object guarantees progress even under high contention, where “progress” means that \(\perp\) cannot be returned by some operation invocations.

Roughly speaking an operation invoked by a process is allowed to abort only if it is concurrent with operations issued by \(k\) distinct processes and none of them returns \(\perp\). This means that the \(k\) operations that entail the abort of another operation must succeed. It is easy to see that \(n\)-abortability is wait-freedom where any operation returns a non-\(\perp\) result. A formal presentation can be found in [3].
A universal construction for \( k \)-abortable objects suited to the system model \( CARW_n[LL/SC] \) is presented in [8]. Differently from the trivial construction for abortable objects presented in Figure 5, it is not a trivial construction. It uses an array of \( n \) memory locations \( BOARD[1..n] \) used by the processes to store their last operations (they are the equivalent of the collect object \( BOARD[1..n] \) used in Figure 3), an array of \( k \) memory locations \( WINNERS[1..k] \) which contains the (up to \( k \)) “winning” operations, and another memory location \( STATE \) (similar to the location \( STATE \) used in Figure 3). All these memory locations are accessed with the LL/SC atomic operations. (We use the same identifiers as in Figure 3 to facilitate the understanding.)

The construction works as follows. After it has registered its operation in \( BOARD[i] \), a process \( p_i \) tries to find an available entry in \( WINNERS[1..k] \). If it succeeds, its operation will not abort; otherwise its operation will eventually abort. In all cases, i.e., whatever the fate of its own operation, the process \( p_i \) will help the winning operations to terminate. This construction is efficient in the sense that each operation terminates in \( O(k) \) accesses to memory locations.

Let us observe that, as every \( k \)-abortable object can easily implement its \( k \)-lock-free counterpart, the previous universal construction for \( k \)-abortable objects is \( k \)-NB-compliant universal construction. Let us remember that, differently from its \( k \)-lock-free counterpart, no process can get stuck when a \( k \)-abortable object is used.

5 From Operations on Memory Locations to Agreement Objects

5.1 Primitive operations versus objects

The previous universal constructions are based on hardware-provided atomic operations such as LL/SC. This operation, as all the hardware-provided synchronization operations (such as Test&Set or Compare&Swap) is uniform in the sense that they can be applied to any memory location [6][22]. Hence the following natural questions come to mind:

- Is it possible to design a universal construction with other hardware-provided atomic operations such as Test&Set or Fetch&Add, initially designed to solve synchronization issues? Moreover, which synchronization atomic operations are equivalent (from the point of view of a universal construction)?

- Is it possible to generalize the concept of a universal construction to the coordinated construction of several objects with different progress conditions?
These questions are answered in this section.

### 5.2 A fundamental agreement object: consensus

Differently from a memory location which is only a sequence of bits accessed by hardware-provided atomic operations, the aim of an object is to provide its user with a high abstraction level (by hiding implementation details) and allow easier reasoning and proofs. An object is defined by a set of operations, and a specification which describes its correct behavior. The operations associated with an object are specific to it (i.e., due the very essence of the object concept, they are not uniform).

**The consensus object**  The consensus object is the fundamental object associated with agreement problems. Introduced (in a different form) in the context of Byzantine synchronous message-passing systems [46], a consensus object provides the processes with a single operation denoted `propose()` that a process can invoke only once (one-shot object). When a process invokes `propose(v)`, we say that it “proposes the value v”. This operation returns a result. If a process returns value w, we say that it “decides w”. In the context of process crash failures, the consensus object is defined by the following set of properties (let us recall that a correct process is a process that does not crash).

- **Termination.** If a correct process invokes `propose()`, it decides a value.
- **Validity.** A decided value is a proposed value.
- **Agreement.** No two processes decide different values.

A consensus object allows the processes to agree on the same value, and this value is not arbitrary: it was proposed by one of them. Hence, when considering a universal construction, consensus objects can be used by the processes to agree on the order in which their operations must be applied to the object that is built.

### 5.3 A simple consensus-based universal construction

A simple WF-compliant consensus-based universal construction is described in Figure [6]. This construction, proposed in [30], is inspired from the state machine replication paradigm [43] and the consensus-based atomic broadcast algorithm presented in [18]. The reader will find a proof of it in [52]. Let O be the object that is built. As in Section [3], its sequential behavior is defined by a transition function \( \delta() \).
Local variables A process \( p_i \) manages locally a copy of the object, denoted \( \text{state}_i \), an array \( sn_i[1..n] \) where \( sn_i[j] \) denotes the sequence number of the last operation on \( O \) issued by \( p_j \) locally applied to \( \text{state}_i \). The local variables \( \text{done}_i, \text{res}_i, \text{prop}_i, k_i, \) and \( \text{list}_i \), are auxiliary variables whose meaning is clear from the context; \( \text{list}_i \) is a list of pairs of (operation, process identity); \( |\text{list}_i| \) is its size, and \( \text{list}_i[r] \) is its \( r \)th element; hence, \( \text{list}_i[r].op \) is an object operation and \( \text{list}_i[r].proc \) the process that issued it.

![Figure 6: A wait-free consensus-based universal construction (code for process \( p_i \))](image)

**Shared Objects** The shared memory contains the following objects.

- An array \( \text{BOARD}[1..n] \) of single-writer/multi-reader atomic registers. Each entry is a pair such that the pair \( \langle \text{BOARD}[j].op, \text{BOARD}[j].sn \rangle \) contains the last operation issued by \( p_j \) and its sequence number. Each \( \text{BOARD}[j] \) is initialized to \( \langle \bot, 0 \rangle \).
- An unbounded array \( \text{CONS}[1..] \) of consensus objects.

**Process behavior** When a process \( p_i \) invokes an operation \( \text{op}(in) \) on \( O \), it registers it and its associated sequence number in \( \text{BOARD}[i] \) (line 1). Then, it waits until the operation has been executed, and returns its result (line 2).
The array \textit{BOARD} constitutes the helping mechanism used by the background task of each process \textit{p}. This task is made up two parts, which are repeated forever. First, \textit{p} build a proposal \textit{prop}$_i$, which includes the last operations (at most one per process) not yet applied to the object \textit{O}, from its local point of view (lines 4-9 and predicate of line 6). Then, if the sequence \textit{prop}$_i$ is not empty, \textit{p}$_i$ proposes it to the next consensus instance \textit{CONS}[\textit{k}$_i$] (line 12). The resulting value \textit{list}$_i$ is a sequence of operations proposed by a process to this consensus instance. Process \textit{p}$_i$ then applies this sequence of operations to its local copy \textit{state}$_i$ of \textit{O} (line 14), and updates accordingly its local array \textit{sn}$_i$ (line 15). If the operation that was applied is its own operation, \textit{p}$_i$ sets the Boolean \textit{done}$_i$ to true (line 16), which will terminate its current invocation (line 2).

\textbf{Bounded wait-freedom versus unbounded wait-freedom} This construction ensures that the operations issued by the processes are wait-free, but does not guarantee that they are bounded-wait-free, namely, the number of steps (accesses to the shared memory) executed before an operation terminates is finite but not bounded. Consider a process \textit{p}$_i$ that issues an operation \textit{op}(), while \textit{k}$_1$ is the value of \textit{k}$_i$. Let and \textit{k}$_2$ = \textit{k}$_1$ + \textit{α} be such that \textit{op}() is output by the consensus instance \textit{CONS}[\textit{k}$_2$]. The task \textit{T} of \textit{p}$_i$ must execute \textit{α} times the lines 4-18 in order to catch up the consensus instance \textit{CONS}[\textit{k}$_2$] and return the result produced by \textit{op}(). It is easy to see that the quantity (\textit{k}$_2$ − \textit{k}$_1$) is always finite but cannot be bounded.

A bounded construction is described in [32]. Instead of requiring each process to manage a local copy of the object, \textit{O} is kept in shared memory and is represented by a list of cells including an operation, the resulting state, the result produced by this operation, and a consensus object whose value is a pointer to the next cell. The last cell defines the current value of the object.

\section{5.4 Consensus number and the consensus hierarchy}

\textbf{Consensus number of an object} The notion of the \textit{consensus number} of an object was introduced by M. Herlihy in [32]. Let us consider an object of type \textit{T} (defined by a sequential specification). The \textit{consensus number} of an object of type \textit{T} is the greatest integer \textit{n} such that it is possible to implement a consensus object in a system of \textit{n} processes, with any number of atomic read/write registers and objects of type \textit{T}. The consensus number is $+$∞ if there is no largest \textit{n}.

This notion allows us to answer the first question posed in Section 5.1, and this answer defines what is called the object \textit{consensus hierarchy}. More precisely, it has been shown in [32] that:

- The consensus number of read/write registers is 1. It follows that all objects that can be built from read/write registers only (i.e., in $\text{CARW}_n[0]$ without...
enrichment with additional operations) have consensus number 1. Snapshot objects [1, 5] and renaming objects [7, 16] are such objects.

- The consensus number of hardware operations such as Test&Set, Fetch&Add, Swap (exchange the values in a local register and a shared register), and a few others, have consensus number 2. This means that a universal construction can be built in $\text{CARW}_2[\text{Test&Set}]$ (i.e., in a system of two processes), but impossible in $\text{CARW}_n[\text{Test&Set}]$ for $n > 2$.

- Let a $k$-window read/write register be a register that stores only the sequence of the last $k$ values which have been written, and whose read operation returns this sequence of at most $k$ values. It is shown in [49] that the consensus number of a $k$-window is $k$.

- Finally, the consensus number of Compare&Swap, LL/SC, and a few others, is $+\infty$.

This infinite hierarchy is the consensus hierarchy. It provides us with a ranking of the power of synchronization objects and hardware provided synchronization operations in wait-free systems (i.e., systems where all, except one, processes may crash). As an example, if any number of processors may crash, this hierarchy states that a multicore with Test&Set is computationally less powerful than a multicore with LL/SC.

Consensus from several operations on memory locations The previous hierarchy considers that consensus must be built from read/write registers and objects of a given type $T$ only. What can be done when several hardware operations which access the same memory locations are given?

As an example, let $\text{CARW}_n[\text{Test&Set, Fetch&Add2}]$ be the system model (defined in [22]) where Test&Set and Fetch&Add2 are two atomic operations defined as follows:

- Test&Set returns the value of the memory location, and sets it to 1 if it contained 0,

- Fetch&Add2 returns the value in the memory location and increases it by 2.

Each of these operations on memory locations has consensus number 2. The algorithm described in Figure 7 (due to F. Ellen, G. Gelashvili, N. Shavit, and L. Zhu, [22]) shows that a binary consensus object can be built in the system model in $\text{CARW}_n[\text{Test&Set, Fetch&Add2}]$, for any value of $n$. This means that the previous hierarchy collapses when object types defined by operations on memory locations can be used to implement consensus. Binary consensus means that only the values 0 and 1 can be proposed. This is not a problem as it is possible to build a multivalued consensus object from binary consensus objects (see [52]).
when $p_i$ invokes $\text{propose}(v)$ do
(1) if ($v = 0$) then $X$.fetch&add2();
(2) else if ($X$ is odd) then return(1) else return(0) end if
(3) $x \leftarrow X$.test&set();
(4) else if ($x$ is odd) $\lor$ ($x = 0$) then return(1) else return(0) end if
(5) end if.

Figure 7: A wait-free consensus algorithm in $\mathcal{CARW}_n[\text{Test}&\text{Set}, \text{Fetch}&\text{Add2}]$
(code for process $p_i$)

The internal representation of the binary consensus object is a single memory location $X$, initialized to 0. According to the value it proposes (0 or 1), a process executes the statements of lines 2-3 or the statements of lines 4-5. The value returned by the consensus object is sealed by the first atomic operation that is executed. It is 0 if the first operation on $X$ is $X$.fetch&add2(), and 1 if first operation on $X$ is $X$.test&set(). The reader can check that, if the first operation on $X$ is fetch&add2(), $X$ becomes and remains even forever. If it is test&set(), $X$ becomes and remains odd forever. In the first case, only 0 can be decided, while in the second case, only 1 can be decided.

**Power number** The notion of the power number of an object type $T$ ($\text{PN}(T)$) was introduced by G. Taubenfeld in [59]. It is the largest integer $k$ such that it is possible to implement a $k$-obstruction-free consensus object for any number of processes, using any number of atomic read/write registers, and any number of objects of type $T$ (the registers and the objects of type $T$ being wait-free). If there is no such largest $k$, $\text{PN}(T) = +\infty$.

Hence, the power number of an object type $T$ relates $k$-obstruction-freedom and wait-freedom, when objects of type $T$ are used. Let $\text{CN}(T)$ be the consensus number of the objects of type $T$. It is shown in [59] that $\text{CN}(T) = \text{PN}(T)$. This result establishes a strong relation linking wait-freedom and $k$-obstruction-freedom. As noticed in [59], “the difficult part of the proof is to show that, for any $k \geq 1$, it is possible to implement a $k$-obstruction-free consensus algorithm for any number of processes, using only wait-free consensus objects for $k$ processes and atomic read/write registers”.

**5.5 Universal construction “1 among $k$”**

**$k$-Set agreement** $k$-Set agreement ($k$-SA) was introduced by S. Chaudhuri [19]. It is a simple generalization of consensus. It is defined by the same validity and termination properties, and a weaker agreement property, namely, at most $k$ different values can be decided by the processes. Hence, 1-set agreement is consensus.
It is shown in [10, 37, 56] that it is impossible to build a $k$-set agreement object in $\text{CARW}_n[0]$ when $k$ or more processes may crash.

$k$-simultaneous consensus  
$k$-Simultaneous consensus ($k$-SC) was introduced in [3]. As consensus and $k$-SA, a $k$-SC object is a one-shot object that provides the processes with a single operation denoted propose(). This operation takes an input parameter a vector of size $k$, whose each entry contains a value, and returns a pair $(x, v)$. The input vector contains “proposed” values, and if $(x, v)$ is the pair returned to the invoking process, this process “decides $v$, and this decision is associated with the consensus instance $x'$, $1 \leq x \leq k$.

More precisely, the behavior of a $k$-SC object is defined by the following properties.

- Termination. If a correct process invokes propose(), it decides a pair $(x, v)$.
- Validity. If a process $p_i$ decides the pair $(x, v)$, we have $1 \leq x \leq k$, and the value $v$ was proposed by a process in the entry $x$ of its input vector parameter.
- Agreement. Let $p_i$ be a process that decides the pair $(x, v)$, and $p_j$ be a process that decides the pair $(y, w)$. We have $(x = y) \Rightarrow (v = w)$.

It is shown in [3] that $k$-SA and $k$-SC have the same computational power in the sense that a $k$-SA object can be built in $\text{CARW}_n[k\text{-SC}]$, and a $k$-SC object can be built in $\text{CARW}_n[k\text{-SA}]$. This equivalence is no longer true in asynchronous crash-prone message-passing systems, where $k$-SC is stronger than $k$-SA [12, 54].

Let $\text{in}_i[1..k]$ be the input parameter of a process $p_i$. An easy implementation of $k$-SC in $\text{CARW}_n[0]$ enriched with $k$ consensus objects $\text{CONS}[1..k]$ is as follows. For each $x$, $1 \leq x \leq k$, and in parallel, a process $p_i$ proposes $\text{in}_i[x]$ to the consensus object $\text{CONS}[x]$. Let $\text{CONS}[y]$ be the first consensus object which returns a value $v$ to $p_i$. Process $p_i$ decides then the pair $(y, v)$.

The notion of $k$-universality  
E. Gafni and R. Guerraoui investigated in [27] the following question: What does happen if, instead of consensus objects, we use $k$-SA (or equivalently $k$-SC) objects to design a universal construction?

They showed that it is then possible to design what they called a $k$-universal construction. Such a construction considers $k$ objects (instead of only one) and guarantees that at least one of these objects progresses forever. Let GG denote the $k$-universal construction described in [27].
Adopt-commit object  The GG construction relies on \( k \)-SC objects and adopt-commit (AC) objects. This object, introduced in [26], is a one-shot object which provides the processes with a single operation denoted \( \text{propose}() \), which takes a value as input parameter and returns a pair composed of a tag and a value. Its behavior is defined by the following properties.

- **Validity.**
  - Result domain. Any returned pair \( \langle \text{tag}, v \rangle \) is such that (a) \( v \) has been proposed by a process and (b) \( \text{tag} \in \{\text{commit, adopt}\} \).
  - No-conflicting values. If a process \( p_i \) invokes \( \text{propose}(v) \) and returns before any other process \( p_j \) has invoked \( \text{propose}(w) \) with \( w \neq v \), only the pair \( \langle \text{commit}, v \rangle \) can be returned.

- **Agreement.** If a process returns \( \langle \text{commit}, v \rangle \), only the pairs \( \langle \text{commit}, v \rangle \) or \( \langle \text{adopt}, v \rangle \) can be returned by the other processes.

- **Termination.** An invocation of \( \text{propose}() \) by a correct process always terminates.

It follows from the “no-conflicting values” property that, if a single value \( v \) is proposed, only the pair \( \langle \text{commit}, v \rangle \) can be returned. Adopt-commit objects can be wait-free implemented in \( CARW_n[\emptyset] \) (e.g., [26, 52]). Hence, they provide processes with a higher abstraction level than read/write registers, but do not provide them with additional computational power.

**A non-blocking \( k \)-universal construction**  (This section borrows text from [55])

The algorithm GG is based on local replication paradigm, namely, the only shared objects are the control objects \( KSC[1..] \) (unbounded list of \( k \)-SC objects) and \( AC[1..][1..k] \) (matrix of adopt-commit objects). Each process \( p_i \) manages a copy of every object \( m \), denoted \( \text{state}_i[m] \), which contains the last state of \( m \) as known by \( p_i \). The invocation by \( p_i \) of \( \delta(\text{state}_i[m], \text{op}) \) applies the operation \( \text{op}() \) to its local copy of object \( m \). The construction consists in an infinite sequence of asynchronous rounds, locally denoted \( r_i \) at process \( p_i \).

Each process manages the following local data structures.

- For each object \( m \), \( \text{my\_list}_i[m] \) defines the list of operations that \( p_i \) wants to apply to the object \( m \). Moreover, \( \text{my\_list}_i[m].\text{first}() \) sets the read head to point to the first element of this list and returns its value; \( \text{my\_list}_i[m].\text{current}() \) returns the operation under the read head; finally, \( \text{my\_list}_i[m].\text{next}() \) advances the read head before returning the operation pointed to by the read head.
• For each object $m$, $\text{oper}_i[m]$, $\text{ac\_op}_i[m]$ are local variables which contain operations that $p_i$ wants to apply object $m$ (this list can be defined dynamically according to the algorithm executed by $p_i$); $\text{tag}_i[m]$ is used to contain a tag returned by an adopt-commit object concerning the object $m$.

The algorithm is presented in Figure 8. A process $p_i$ first initializes its round number, and the local copy of each object. The array $\text{oper}_i[1..k]$ is such that $\text{oper}_i[m]$ contains the next operation that $p_i$ wants to apply to $m$. When this is done, it enters an infinite loop, which constitutes the core of the construction. To simplify the presentation, and without loss of generality, we consider that all object operations are different (this can be easily realized with sequence numbers and process identities). Moreover, we also do not consider the result returned by each operation.

![Algorithm Figure 8](image-url)

After it has increased its round number, a process $p_i$ invokes the $k$-simultaneous consensus object $\text{KSC}[r]$ to which it proposes the operation vector $\text{oper}_i[1..n]$. 
and from which it obtains the pair denoted \(\langle obj, op \rangle\); \(op\) is an operation proposed by some process for the object \(obj\) (line 2). Process \(p_i\) then invokes the adopt-commit object \(AC[r][\langle obj \rangle]\) to which it proposes the operation \(op\) output by \(KSC[r]\) for the object \(obj\) (line 3). Finally, for all the other objects \(m \neq obj\), \(p_i\) invokes the adopt-commit object \(AC[r][m]\) to which it proposes \(oper[m]\) (line 4). As already indicated, the tags and the operations defined by the vector of pairs output by the adopt-commit objects \(AC[r][1..k]\) are saved in the vectors \(tag_i[1..k]\) and \(ac\_op_i[1..k]\), respectively. The aim of these lines, realized by the objects \(KSC[r]\) and \(AC[r][1..m]\), is to implement a filtering mechanism such that (a) for each object, at most one operation can be committed, and (b) there is at least one object for which an operation is committed at some process. This filtering mechanism is explained separately below.

After the execution lines 2-4 for \(1 \leq m \leq k\), \(\langle tag_i[m], ac\_op_i[m] \rangle\) contains the operation that \(p_i\) has to consider for the object \(m\). For each of them it does the following. First, if \(ac\_op_i[m]\) is marked “to be executed after” \(oper_i[m]\), \(p_i\) applies \(oper_i[m]\) to \(state_i[m]\) (lines 6-8). Then, the predicate of line 9 ensures that no operation invocation is applied twice on the same object (this line is missing in [27]). If \(tag_i[m] = \text{adopt}\), \(p_i\) adopts \(ac\_op_i[m]\) as its next proposal for the object \(m\) (lines 10-11). Otherwise, \(tag_i[m] = \text{commit}\). In this case \(p_i\) first applies \(ac\_op_i[m]\) to its local copy \(state_i[m]\) (line 12). Then, if \(ac\_op_i[m]\) was an operation it has issued, \(p_i\) computes its next operation \(oper_i[m]\) on the object \(m\) (lines 13-16).

As explained in [27], the use of a naive strategy to update local copies of the objects, makes possible the following bad scenario. During a round \(r\), a process \(p_i\) executes an operation \(op1\) on its copy of the object \(m1\), while a process \(p_j\) executes an operation \(op2\) on a different object \(m2\). Then, during round \(r + 1\), \(p_i\) executes a operation \(op3\) on the object \(m2\) without having executed first \(op2\) on its copy of \(m2\). This bad behavior is prevented from occurring by a combined used of adopt-commit objects and an appropriate marking mechanism. When a process \(p_i\) applies an operation \(op()\) to its local copy of an object \(m\), it has necessarily received the pair \(\langle \text{commit}, op() \rangle\) from the adopt-commit object associated with the current round, and consequently the other processes have received \(\langle \text{commit}, op() \rangle\) or \(\langle \text{adopt}, op() \rangle\). The process \(p_i\) attaches then to its next operation for the object \(m\) (which is denoted \(oper_i[m]\)) the indication that \(oper_i[m]\) has to be applied to \(m\) after \(op()\) so that no process executes \(oper_i[m]\) without having previously executed \(op()\). Hence, to prevent the bad behavior previously described, a process \(p_i\) attaches to \(oper_i[m]\) (line 17) the fact that this operation cannot be applied to any copy of the object \(m\) before the operation \(ac\_op_i[m]\).

As already indicated, this \(k\)-universal construction ensures that at least one process progresses forever (non-blocking progress condition), and at least one object progresses forever.
Why at least one object operation is committed at every round

It was claimed above that the “filtering mechanism” realized by lines 2-4 ensures that at least one operation is committed at every round. We prove here this claim. Figure 9 illustrates the associated reasoning.

After (at line 2) a process $p_i$ obtained a pair $\langle obj_1, op_1 \rangle$ from its invocation $\text{KSC}[r].\text{propose}(\text{oper}_i[1..k])$, it invokes $\text{AC}[r][\text{obj}_1].\text{propose}(op_1)$ at line 3 and only then it invokes $\text{AC}[r][\text{obj}].\text{propose}(op_1)$ for each object $\text{obj} \neq \text{obj}_1$ at line 4. If its invocation of $\text{AC}[r][\text{obj}_1].\text{propose}(op_1)$ at line 3 returns $\langle \text{commit}, - \rangle$, the claim follows.

Hence, let us assume that the invocation of $\text{AC}[r][\text{obj}_1].\text{propose}(op_1)$ by $p_i$ returns $\langle \text{adopt}, - \rangle$. It follows from the “non-conflicting” property of the AC object $\text{AC}[r][\text{obj}_1]$ that another process $p_j$ has necessarily invoked the operation $\text{AC}[r][\text{obj}_1].\text{propose}(op')$ with $op' \neq op_1$; moreover this invocation by $p_j$ was issued at line 4 if both $p_i$ and $p_j$ had invoked $\text{AC}[r][\text{obj}_1].\text{propose}()$ at line 3 due to agreement property of $\text{AC}[r][\text{obj}_1]$, they would have obtained the same pair from this object at line 3 and consequently $p_j$ could not have prevented $p_i$ from obtaining $\langle \text{commit}, - \rangle$ from the AC object $\text{AC}[r][\text{obj}_1]$ at line 3. If follows that $p_j$ started line 4 before $p_i$ terminated line 3. The invocation by $p_j$ at line 4 of $\text{AC}[r][\text{obj}_1].\text{propose}()$ involved some object $\text{obj}_2$ obtained by $p_j$ at line 2 and we necessarily have $\text{obj}_2 \neq \text{obj}_1$.

![Figure 9: Net effect of the k-SC and CA objects used at lines 2-4 of round r](image)

If the invocation of $\text{AC}[r][\text{obj}_2].\text{propose}()$ returns $\langle \text{commit}, - \rangle$, the claim follows. Otherwise, due to the agreement property of $\text{AC}[r][\text{obj}_2]$, there is a process $p_k$, different from $p_i$ and $p_j$, such that the execution pattern between $p_k \neq p_j$ is the same as the previous pattern between $p_j \neq p_i$, etc. The claim then follows by induction and the fact that there is finite number of processes.
5.6 Ultimate universal construction “ℓ among k”

The previous NB-compliant k-universal construction ensures that at least one object progresses forever, and one process progresses forever. Hence, the natural question: Is it possible to design a universal construction in which at least ℓ objects progress forever, where 1 ≤ ℓ ≤ k, and all correct processes progress forever (wait-freedom progress condition).

Such a very general universal construction was proposed by M. Raynal, J. Stainer, and G. Taubenfeld in [55]. It rests on an extension of the k-SC object called (k, ℓ)-simultaneous consensus.

(k, ℓ)-simultaneous consensus Let ℓ ∈ {1, ..., k}. A (k, ℓ)-SC object is a k-SC object (see Section 5.5) where instead of a single pair ⟨x, v⟩, the operation propose() returns a set of exactly ℓ pairs {⟨x₁, v₁⟩, ..., ⟨xₖ, vₖ⟩}, such that all the pairs differ in their first component.

It is easy to see that (k, 1)-SC object is a k-SC object (and consequently a k-SA object). Moreover, a (k, k)-SC object is a consensus object. It is also easy to see that a (k, k)-SC object is a consensus object. For k > 1, a (k, ℓ)-SC object is weaker than a (k, ℓ + 1)-SC object.

(k, ℓ)-Universal construction The (k, ℓ)-universal construction presented in [55] borrows the lines 1-4 of Figure 8, in which k-SC objects are replaced by (k, ℓ)-SC objects. All the rest of the construction, which is built incrementally, is based on a different approach. A non-blocking k-universal construction is first described, and then enriched step by step to obtain the final WF-compliant (k, ℓ)-universal construction. Its noteworthy features are the following.

• On the object side. At least ℓ among the k objects progress forever, 1 ≤ ℓ ≤ k. This means that an infinite number of operations is applied to each of these ℓ objects. This set of ℓ objects is not predetermined, and depends on the execution.

• On the process side. The progress condition associated with processes is wait-freedom. That is, a process that does not crash executes an infinite number of operations on each object that progresses forever.

• An object stops progressing when no more operations are applied to it. The construction guarantees that, when an object stops progressing, all its copies stop in the same state (at the non-crashed processes).

• The construction is contention-aware. This means that the overhead introduced by using operations on memory locations other than atomic read/write registers is eliminated when there is no contention during the execution of
an object operation. In the absence of contention, a process completes its operations by accessing only read/write registers.

- The construction is *generous* with respect to *obstruction-freedom*. This means that each process is able to complete its pending operations on all the $k$ objects each time all the other processes hold still long enough. That is, if once and again all the processes except one hold still long enough, then all the $k$ objects, and not just $\ell$ objects, are guaranteed to always progress.

- Last but least, it is shown in [55] that $(k, \ell)$-simultaneous consensus objects are necessary and sufficient to implement a $(k, \ell)$-universal construction, i.e. to ensure that at least $\ell$ among $k$ objects progress forever while guaranteeing the wait-freedom progress condition to the processes. Relations between $(k, k-p)$-SC objects and $(p + 1)$-set agreement objects for $0 \leq p < k$ are also investigated in [55].

6 Universal Construction

**vs Software Transactional Memory**

A universal construction concerns the distributed implementation of concurrent objects defined by a sequential specification. The concept of a *software transactional memory* (STM), introduced in [35], and later refined in [57], is different. Its aim is to provide the programmers with a language construct (called *transaction*) that discharges them from the management of synchronization issues. In this way, a programmer can concentrate his efforts on which parts of processes have to be executed atomically and not on the way atomicity is realized. This last issue is then the job of the underlying STM system. Among others, main differences between universal constructions and STM systems are the following.

- Object operations are defined a priori (statically), and the universal construction knows them. Differently, the transactions are defined dynamically, and the STM system has no priori knowledge of their content and their effects.

Let us also notice that, despite the fact they have the same name, database transactions [28] and STM transactions are not the same. Database transactions are constrained in the sense that they are the result of a queries expressed in a given formalism. Differently, STM transactions can be any piece of code produced by a programmer, which must be executed atomically. Moreover, usually the code of the STM transactions is not known by the STM system.

- The consistency condition of concurrent objects (captured at run-time by linearizability [38]) and the consistency conditions of STM systems (e.g.,
opacity [29], virtual world consistency [40], or TMS1 [20]) are different. Among other points, this come from the fact that any two transactions are a priori independent.

• Due to their very nature, universal constructions consider failure-prone systems. Differently, some STMs address failure-free systems while others address failure-prone systems.

7 Conclusion

The aim of this article was to be a guided visit to universal constructions in asynchronous crash-prone systems, where the processes communicate through a shared memory. As announced in the introduction, its ambition is not to be an exhaustive catalog of the numerous universal constructions proposed so far, but a relatively easy to understand introduction to the “universal construction” problem and the important concepts, objects, and approaches, which constitute the foundations of the associated algorithms.

To this end, the article has first presented a simple construction based on hardware operations on memory locations, namely the LL/SC pair of operations. It then moved from hardware-provided operations to agreement objects, and presented a simple consensus-based universal construction. Finally, the article considered the case where the aim is not to address the construction of a single object, but the coordinated construction of several objects. It is important to realize that, if not all the objects which are built are required to progress forever, hardware operations such as LL/SC or Compare&Swap are stronger than necessary to build universal constructions.

As a final remark, let us notice that OB-compliant (obstruction-free) universal constructions do not require to enrich the system with the additional computational power provided by instructions such as LL/SC or agreement objects, i.e., they can be done in the basic system model CARW[∅]. This remains true even if the processes are anonymous. The algorithms presented in [11] build a consensus object and a repeated consensus object respectively, in such an asynchronous crash-prone anonymous read/write system with only $n$ read/write atomic registers, which we conjecture to be optimal (it is proved in [63] that at least $(n-1)$ registers are necessary).
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Abstract

Transactional memory allows the user to declare sequences of instructions as speculative transactions that can either commit or abort. If a transaction commits, it appears to be executed sequentially, so that the committed transactions constitute a correct sequential execution. If a transaction aborts, none of its update operations can affect other transactions. The TM implementation endeavors to execute these instructions in a manner that efficiently utilizes the concurrent computing facilities provided by multicore architectures.

The TM abstraction, in its original manifestation, extended the processor’s instruction set with instructions to indicate which memory accesses must be transactional. Most popular TM designs, subsequent to the original proposal have implemented all the functionality in software. More recently, processors have included hardware extensions to support small transactions. Hardware transactions may be spuriously aborted due to several reasons: cache capacity overflow, interrupts etc. This has led to proposals for hybrid TMs in which the fast, but potentially unreliable hardware transactions are complemented with slower, but more reliable software transactions.

The complexity of TM implementations, whether realized in hardware or software, is characterized by several measures: ordering semantics for transactions, conditions under which transactions must terminate, conditions under which transactions must commit/abort, bound on the number of versions that can be maintained, choice of the complexity metric and complexity of read-only or updating transactions as well as a multitude of other implementation strategies. In this work, we survey known complexity bounds for implementing TM as a shared object and the implicit assumptions underlying these results.
1 Introduction

The wickedness and the foolishness of no man can avail against the fond optimism of mankind.

James Branch Cabell-The Silver Stallion

Transactional memory (TM) allows concurrent processes to organize sequences of operations on shared data items into atomic transactions. A transaction may commit, in which case its updates of data items “take effect” or it may abort, in which case no data items are updated. A TM implementation provides processes with algorithms for implementing transactional operations on data items (such as read, write and tryCommit) by applying primitives on shared base objects. Intuitively, the idea behind the TM abstraction is optimism: before a transaction commits, all its operations are speculative, and it is expected that, in the absence of concurrency, a transaction commits.

TM implementations typically ensure that all committed transactions appear to execute sequentially in some total order respecting the timing of non-overlapping transactions. Moreover, intermediate states witnessed by the read operations of an incomplete transaction may affect the user application. Thus, to ensure that the TM implementation is safe and does not export any pathological executions, it is additionally expected that every transaction (including aborted and incomplete ones) must return responses that is consistent with some sequential execution of the TM implementation.

TM implementations. As a synchronization abstraction, TM came as an alternative to conventional lock-based synchronization. The TM abstraction, in its original manifestation, augmented the processor’s cache-coherence protocol and extended the CPU’s instruction set with instructions to indicate which memory accesses must be transactional [39]. Most popular TM designs, subsequent to the original proposal in [39] have implemented all the functionality in software [18, 29, 38, 50, 61]. Early software transactional memory (STM) implementations [29, 38, 50, 61, 63] adopted optimistic concurrency control and guaranteed that a prematurely halted transaction cannot prevent other transactions from committing. These implementations avoided using locks and relied on non-blocking (sometimes also called lock-free) synchronization. Possibly the weakest non-blocking progress condition is obstruction-freedom [37, 40] stipulating that every transaction running in the absence of step contention, i.e., not encountering steps of concurrent transactions, must commit.

In 2005, Ennals [28] argued that that obstruction-free TMs inherently yield poor performance, because they require transactions to forcefully abort each other. Ennals further describes a lock-based TM implementation [27] that he claimed to outperform DSTM [38], the most referenced obstruction-free TM implementation at
the time. Inspired by [28], more recent TM implementations like TL [21], TL2 [20] and NOrec [18] employ locking and showed that Ennal’s claims about performance of lock-based TMs hold true on most workloads. The progress guarantee provided by these TMs is typically progressiveness: a transaction may be aborted only if it encounters a read-write or a write-write conflicts with a concurrent transaction [32]. Nonetheless, TM designs that are implemented entirely in software still incur significant performance overhead. Thus, current CPUs have included instructions to mark a block of memory accesses as transactional [1, 53, 56], allowing them to be executed atomically in hardware. Hardware transactions promise better performance than STMs, but they offer no progress guarantees since they may experience spurious aborts. This motivates the need for hybrid TMs in which the fast hardware transactions are complemented with slower software transactions that do not have spurious aborts.

Our focus. This work surveys lower bounds and (im)possibility results for TM implementations. We identify the popular complexity metrics (e.g. expensive synchronization patterns [8], memory stalls [26], number of memory steps etc.) and their relevance in the TM context. We survey known lower and upper bounds on the complexity of three classes of safe (software) TMs: blocking TMs that allow transactions to delay or abort due to overlapping transactions (Section 3), non-blocking TMs which adapt to step contention by ensuring that a transaction not encountering steps of overlapping transactions must commit (Section 4), and partially non-blocking TMs that provide strong non-blocking guarantees (wait-freedom) to only a subset of transactions (Section 5). We then survey attempts at modelling HyTMs and lower bounds that exhibit inherent trade-offs on the degree of concurrency allowed between hardware and software transactions and the costs introduced on the hardware (Section 6). We conclude with an overview of future research directions and open questions concerning complexity of TMs (Section 7).
2 Transactional memory model and preliminaries

TM interface. Transactional memory (in short, TM) allows a set of data items (called t-objects) to be accessed via atomic transactions. A transaction \( T_k \) may contain the following t-operations: \( \text{read}_k(X) \) returns a value in some domain \( V \) (denoted \( \text{read}_k(X) \rightarrow v \)) or a special value \( A_k \in V \) (abort); \( \text{write}_k(X,v) \), for a value \( v \in V \), returns ok or \( A_k \); \( \text{try}_k \) returns \( C_k \in V \) (commit) or \( A_k \).

TM implementations. We consider an asynchronous shared-memory system in which a set of \( n \) processes, communicate by applying primitives on shared base objects. We assume that processes issue transactions sequentially, i.e., a process starts a new transaction only after its previous transaction has completed (committed or aborted). A TM implementation provides processes with algorithms for implementing \( \text{read}_k \), \( \text{write}_k \) and \( \text{try}_k \) of a transaction \( T_k \) by applying primitives from a set of shared base objects, each of which is assigned an initial value. A primitive is a generic read-modify-write (rmw) procedure applied to a base object [26][36]. It is characterized by a pair of functions \( \langle g, h \rangle \): given the current state of the base object, \( g \) is an update function that computes its state after the primitive is applied, while \( h \) is a response function that specifies the outcome of the primitive returned to the process. A rmw primitive is trivial if it never changes the value of the base object to which it is applied. Otherwise, it is nontrivial. A trivial rmw primitive is conditional if there exist configurations in which the primitive does not change the value of the base object. Observe that this model explicitly precludes the use of atomic primitives that access multiple base objects in a single step [24].

Executions and configurations. An event of a transaction \( T_k \) (sometimes we say a step of \( T_k \)) is a rmw primitive \( \langle g, h \rangle \) applied by \( T_k \) to a base object \( b \) along with its response \( r \) (we call it a rmw event and write \( (b, \langle g, h \rangle, r, k) \)), or the invocation or the response of a t-operation performed by \( T_k \).

A configuration (of a TM implementation) specifies the value of each base object and the state of each process. The initial configuration is the configuration in which all base objects have their initial values and all processes are in their initial states.

An execution fragment is a (finite or infinite) sequence of events. An execution of a TM implementation \( M \) is an execution fragment where, starting from the initial configuration, each event is issued according to \( M \) and each response of a RMW event \( (b, \langle g, h \rangle, r, k) \) matches the state of \( b \) resulting from the preceding events. If an execution can be represented as \( E \cdot E' \) (concatenation of execution fragments \( E \) and \( E' \)), then we say that \( E \cdot E' \) is an extension of \( E \) or \( E' \) extends \( E \).

Let \( E \) be an execution fragment. For a transaction \( T_k \) (and resp. process \( p_k \)), \( E|k \) denotes the subsequence of \( E \) restricted to events of \( T_k \) (and resp. \( p_k \)). If \( E|k \) is non-empty, we say that \( T_k \) (resp. \( p_k \)) participates in \( E \), else we say \( E \) is
Two executions $E$ and $E'$ are indistinguishable to a set $T$ of transactions, if for each transaction $T_k \in T$, $E[k] = E'[k]$. A TM history is the subsequence of an execution consisting of the invocation and response events of t-operations. Two histories $H$ and $H'$ are equivalent if $\text{txns}(H) = \text{txns}(H')$ and for every transaction $T_k \in \text{txns}(H)$, $H'[k] = H'[k]$.

**Dynamic programming model.** The read set (resp., the write set) of a transaction $T_k$ in an execution $E$, denoted $Rset_E(T_k)$ (and resp. $Wset_E(T_k)$), is the set of t-objects that $T_k$ attempts to read (resp. write) by issuing a t-read (resp. t-write) invocation in $E$ (for brevity, we sometimes omit the subscript $E$ from the notation). The data set of $T_k$ is $Dset(T_k) = Rset(T_k) \cup Wset(T_k)$. $T_k$ is called read-only if $Wset(T_k) = \emptyset$; write-only if $Rset(T_k) = \emptyset$ and updating if $Wset(T_k) \neq \emptyset$. Note that we consider the conventional dynamic TM model: the data set of a transaction is identifiable only by the set of t-objects the transaction has invoked a read or write in the given execution.

**Orders on transactions.** Let $\text{txns}(E)$ denote the set of transactions that participate in $E$. An execution $E$ is sequential if every invocation of a t-operation is either the last event in the history $H$ exported by $E$ or is immediately followed by a matching response. We assume that executions are well-formed, i.e., for all $T_k$, $E[k]$ begins with the invocation of a t-operation, is sequential and has no events after $A_k$ or $C_k$. A transaction $T_k \in \text{txns}(E)$ is complete in $E$ if $E[k]$ ends with a response event. The execution $E$ is complete if all transactions in $\text{txns}(E)$ are complete in $E$. A transaction $T_k \in \text{txns}(E)$ is t-complete if $E[k]$ ends with $A_k$ or $C_k$; otherwise, $T_k$ is t-incomplete. $T_k$ is committed (resp., aborted) in $E$ if the last event of $T_k$ is $C_k$ (resp., $A_k$). The execution $E$ is t-complete if all transactions in $\text{txns}(E)$ are t-complete.

For transactions $\{T_k, T_m\} \in \text{txns}(E)$, we say that $T_k$ precedes $T_m$ in the real-time order of $E$, denoted $T_k \prec_T E T_m$, if $T_k$ is t-complete in $E$ and the last event of $T_k$ precedes the first event of $T_m$ in $E$. If neither $T_k \prec_T E T_m$ nor $T_m \prec_T T_k$, then $T_k$ and $T_m$ are concurrent in $E$. An execution $E$ is t-sequential if there are no concurrent transactions in $E$.

**Contention.** We say that a configuration $C$ after an execution $E$ is quiescent (resp., t-quiescent) if every transaction $T_k \in \text{txns}(E)$ is complete (resp., t-complete) in $C$. If a transaction $T$ is incomplete in an execution $E$, it has exactly one enabled event, which is the next event the transaction will perform according to the TM implementation. Events $e$ and $e'$ of an execution $E$ contend on a base object $b$ if they are both events on $b$ in $E$ and at least one of them is nontrivial (the event is trivial (resp., nontrivial) if it is the application of a trivial (resp., nontrivial) primitive).

We say that $T$ is poised to apply an event $e$ after $E$ if $e$ is the next enabled event for $T$ in $E$. We say that transactions $T$ and $T'$ concurrently contend on $b$ in $E$ if
they are poised to apply contending events on \( b \) after \( E \).

We say that an execution fragment \( E \) is \textit{step contention-free for t-operation} \( op_k \) if the events of \( E|op_k \) are contiguous in \( E \). We say that an execution fragment \( E \) is \textit{step contention-free for T_k} if the events of \( E|k \) are contiguous in \( E \). We say that \( E \) is \textit{step contention-free} if \( E \) is step contention-free for all transactions that participate in \( E \).

**TM-correctness.** Informally, a t-sequential history \( S \) is \textit{legal} if every t-read of a t-object returns the \textit{latest written value} of this t-object. A history \( H \) is \textit{opaque} if there exists a legal t-sequential history \( S \) equivalent to \( H \) such that \( S \) respects the real-time order of transactions in \( H \) [33].

A weaker condition called \textit{strict serializability} ensures opacity only with respect to committed transactions while definitions like virtual-world consistency (VWC) [41] and transactional memory specification (TMS1) ensure strict serializability and restricted safety for aborted transactions [25]. We direct the reader to [9] for details on these definitions.

**TM-progress.** One may notice that a TM implementation that forces, in every execution to abort every transaction is trivially strictly serializable, but not very useful. A TM-progress condition specifies the conditions under which a transaction is allowed to abort. Technically, a TM-progress condition specified this way is a \textit{safety property} since it can be violated in a finite execution.

**TM-liveness.** Observe that a TM-progress condition only specifies the conditions under which a transaction is aborted, but does not specify the conditions under which it must commit. Thus, in addition to a progress condition, we must stipulate a \textit{liveness} [5, 49] condition.

**Read invisibility.** Informally, in a TM using \textit{invisible reads}, a transaction cannot reveal any information about its read set to other transactions. Thus, given an execution \( E \) and some transaction \( T_k \) with a non-empty read set, transactions other than \( T_k \) cannot distinguish \( E \) from an execution in which \( T_k \)'s read set is empty. This prevents TMs from applying nontrivial primitives during t-read operations and from announcing read sets of transactions during tryCommit. Most popular TM implementations like \textit{TL2} [20] and \textit{Norec} [18] satisfy this property.

The notion of \textit{weak} invisible that prevents t-read operations from applying nontrivial primitives only in the absence of concurrent transactions. Specifically, weak read invisibility allows t-read operations of a transaction \( T \) to be “visible”, \textit{i.e.}, write to base objects, only if \( T \) is concurrent with another transaction. For example, the popular TM implementation \textit{DSTM} [38] satisfies weak invisible reads, but not invisible reads.

**Disjoint-access parallelism (DAP).** A TM implementation \( M \) is \textit{strictly disjoint-access parallel (strict DAP)} if, for all executions \( E \) of \( M \), and for all transactions \( T_i \) and \( T_j \) that participate in \( E \), \( T_i \) and \( T_j \) contend on a base object in \( E \) only if
Informally, weak DAP ensures that two transactions concurrently contend on the same base object only if their data sets are connected in the conflict graph, capturing data-set overlaps among all concurrent transactions. Read-write (RW) DAP, a restriction of weak DAP and a relaxation of strict DAP, defines the conflict graph based on the write-set overlaps among concurrent transactions and is satisfied by several popular obstruction-free implementations.

Observe that every RW DAP TM implementation satisfies weak DAP, but not vice versa. Consider the following execution $E$ that begins with the incomplete execution of a transaction $T_0$ that reads $X$ and writes to $Y$, followed by the execution of two transactions $T_1$ and $T_2$ that access $X$ and $Y$ respectively. If $E$ is an execution of a weak DAP TM, transactions $T_1$ and $T_2$ may contend on a base object since there is a path between $X$ and $Y$ in $G(T_1, T_2, E)$. However, a RW DAP TM implementation would preclude transactions $T_1$ and $T_2$ from contending on the same base object: there is no edge between t-objects $X$ and $Y$ in the corresponding conflict graph $\tilde{G}(T_1, T_2, E)$ because $X$ and $Y$ are not contained in the write set of $T_0$.

For any two DAP definitions $D_1$ and $D_2$, if every TM implementation that satisfies $D_1$ also satisfies $D_2$, but the converse is not true, we say that $D_2 \ll D_1$.

The following observation is immediate.

Observation 1. Weak DAP $\ll$ RW DAP $\ll$ Strict DAP $\ll$ Strict data-partitioning.

## 3 Complexity of blocking TMs

We begin by overviewing TM implementations that are blocking. Figure characterizes the class of blocking TMs: single-lock TMs that satisfy sequential TM-progress (a transaction may abort due to a concurrent transaction), (strongly) progressive TMs that allow transactions to abort only due to read-write conflicts on t-objects and finally permissive TMs that provide maximal concurrency allowing a transaction to abort only if committing it would violate TM-correctness.

### 3.1 Sequential TMs

A quadratic lower bound on step complexity. showed that a read-only transaction in an opaque TM featured with weak DAP, weak invisible reads, interval contention-free (ICF) TM-liveness and sequential TM-progress must incrementally validate every next read operation. This results in a quadratic (in the size of the transaction’s read set) step-complexity lower bound. Here ICF TM-liveness means, for every finite execution $E$ such that the configuration after $E$ is quiescent,
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Figure 2: Classification of blocking TMs based on TM-progress: sequential (aborts due to concurrent transaction); progressive (aborts due to read-write conflicts; strongly progressive (progressive but at least one transaction from a set conflicting on single t-object must not be aborted); permissive (abort only due to TM-correctness violation)

and every transaction $T_k$ that applies the invocation of a t-operation $op_k$ immediately after $E$, the finite step contention-free extension for $op_k$ contains a response. Secondly, \cite{47} prove that if the TM-correctness property is weakened to strict serializability, there exist executions in which the tryCommit of some transaction must access a linear (in the size of the transaction’s read set) number of distinct base objects.

**Theorem 2 (\cite{47}).** For every weak DAP TM implementation $M$ that provides ICF TM-liveness, sequential TM-progress and uses weak invisible reads,

1. If $M$ is opaque, for every $m \in \mathbb{N}$, there exists an execution $E$ of $M$ such that some transaction $T \in \text{txns}(E)$ performs $\Omega(m^2)$ steps, where $m = |Rset(T_k)|$.

2. If $M$ is strictly serializable, for every $m \in \mathbb{N}$, there exists an execution $E$ of $M$ such that some transaction $T_k \in \text{txns}(E)$ accesses at least $m - 1$ distinct base objects during the executions of the $m^{th}$ t-read operation and $\text{tryC}_k()$, where $m = |Rset(T_k)|$.

Theorem 2 improves the read-validation step-complexity lower bound \cite{32,33} derived for strict-data partitioning (a very strong version of DAP) and invisible reads. In a strict data partitioned TM, the set of base objects used by the TM is split into disjoint sets, each storing information only about a single data item. Indeed, every TM implementation that is strict data-partitioned satisfies weak DAP, but not vice-versa. The definition of invisible reads assumed in \cite{32,33} requires that a t-read operation does not apply nontrivial events in any execution. Theorem 2 however, assumes weak invisible reads, stipulating that t-read operations of a transaction $T$ do not apply nontrivial events only when $T$ is not concurrent with any other transaction. We believe that the TM-progress and TM-liveness restrictions as well as the definitions of DAP and invisible reads considered for this result are
Table 1: Complexity bounds for progressive TMs.

<table>
<thead>
<tr>
<th>TM-correctness</th>
<th>TM-liveness</th>
<th>DAP</th>
<th>Invisible reads</th>
<th>Read-write</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opacity</td>
<td>ICF</td>
<td>weak</td>
<td>yes</td>
<td>yes</td>
<td>Θ(</td>
</tr>
<tr>
<td>Strict serializability</td>
<td>ICF</td>
<td>weak</td>
<td>yes</td>
<td>yes</td>
<td>Θ(</td>
</tr>
<tr>
<td>Opacity</td>
<td>WF</td>
<td>strict</td>
<td>yes</td>
<td>yes</td>
<td>O(1) RAW/AWAR, O(1) stalls for t-reads</td>
</tr>
<tr>
<td>Opacity</td>
<td>starvation-free</td>
<td>strict</td>
<td>yes</td>
<td>yes</td>
<td>Θ(</td>
</tr>
</tbody>
</table>

the weakest possible assumptions that may be made. To the best of our knowledge, these assumptions cover every TM implementation that is subject to the validation step-complexity [18, 20, 38].

3.2 Progressive TMs

We turn our focus to progressive TM implementations which allow a transaction to be aborted only due to read-write conflicts with concurrent transactions.

A linear lower bound on protected data size. Kuznetsov et al. [44] introduce a new metric called protected data size that, intuitively, captures the amount of data that a transaction must exclusively control at some point of its execution. All progressive TM implementations (see, e.g., an overview in [32]) use locks or timing assumptions to give an updating transaction exclusive access to all objects in its write set at some point of its execution. For example, lock-based progressive implementations like TL [21] and TL2 [20] require that a transaction grabs all locks on its write set before updating the corresponding base objects. [44] shows that this is an inherent price to pay for providing progressive concurrency: every committed transaction in a progressive and strict DAP TM implementation providing starvation-free (each t-operation eventually returns a matching response, assuming that no concurrent t-operation stops indefinitely before returning) TM-liveness must, at some point of its execution, protect every t-object in its write set.

Let $M$ be a progressive TM implementation providing starvation-free TM-liveness. Intuitively, a t-object $X_j$ is protected at the end of some finite execution $\pi$ of $M$ if some transaction $T_0$ is about to atomically change the value of $X_j$ in its next step (e.g., by performing a compare-and-swap) or does not allow any concurrent transaction to read $X_j$ (e.g., by holding a “lock” on $X_j$).

Formally, let $\alpha \cdot \pi$ be an execution of $M$ such that $\pi$ is a t-sequential t-complete execution of a transaction $T_0$, where $Wset(T_0) = \{X_1, \ldots, X_m\}$. Let $u_j (j = 1, \ldots, m)$ denote the value written by $T_0$ to t-object $X_j$ in $\pi$. In this section, let $\pi^t$ denote the $t$-th shortest prefix of $\pi$. Let $\pi^0$ denote the empty prefix.
For any $X_j \in Wset(T_0)$, let $T_j$ denote a transaction that tries to read $X_j$ and commit. Let $E_j^i = \alpha \cdot \pi' \cdot \rho_j^i$ denote the extension of $\alpha \cdot \pi'$ in which $T_j$ runs solo until it completes. Note that, since we only require the implementation to be starvation-free, $\rho_j^i$ can be infinite.

We say that $\alpha \cdot \pi'$ is $(1, j)$-valent if the read operation performed by $T_j$ in $\alpha \cdot \pi' \cdot \rho_j^i$, does not abort and returns an "old" value $u \neq u_j$. Otherwise, if the read operation of $T_j$ aborts or never returns in $\alpha \cdot \pi' \cdot \rho_j^i$, we say that $\alpha \cdot \pi'$ is $(\bot, j)$-valent.

**Definition 1** (**[44]**). We say that $T_0$ protects an object $X_j$ in $\alpha \cdot \pi'$, where $\pi'$ is the $t$-th shortest prefix of $\pi$ ($t > 0$) if one of the following conditions holds: (1) $\alpha \cdot \pi'$ is $(0, j)$-valent and $\alpha \cdot \pi'^{t+1}$ is $(1, j)$-valent, or (2) $\alpha \cdot \pi'$ or $\alpha \cdot \pi'^{t+1}$ is $(\bot, j)$-valent.

**Theorem 3** (**[44]**). Let $M$ be a progressive, opaque and strict disjoint-access-parallel TM implementation that provides starvation-free TM-liveness. Let $\alpha \cdot \pi$ be an execution of $M$, where $\pi$ is a $t$-sequential $t$-complete execution of a transaction $T_0$. Then, there exists $\pi'$, a prefix of $\pi$, such that $T_0$ protects $|Wset(T_0)|$ $t$-objects in $\alpha \cdot \pi'$.

A constant stall and constant expensive synchronization strict DAP opaque TM. Attiya et al. identified two common expensive synchronization patterns that frequently arise in the design of concurrent algorithms: read-after-write (RAW) or atomic write-after-read (AWAR) ([8, 52]) and showed that it is impossible to derive RAW/AWAR-free implementations of a wide class of data types that include sets, queues and deadlock-free mutual exclusion. RAW (read-after-write) or AWAR (atomic-write-after-read) patterns [8] capture the amount of “expensive synchronization”, i.e., the number of costly memory barriers or conditional primitives [2] incurred by the implementation in relaxed CPU architectures. The metric appears to be more practically relevant than simply counting the number of steps performed by a process, as it accounts for expensive cache-coherence operations or instructions like compare-and-swap.

A RAW (read-after-write) pattern performed by a transaction $T_k$ in an execution $\pi$ is a pair of its events $e$ and $e'$, such that: (1) $e$ is a write to a base object $b$ by $T_k$, (2) $e'$ is a subsequent read of a base object $b' \neq b$ by $T_k$, and (3) no event on $b$ by $T_k$ takes place between $e$ and $e'$. Note that we are concerned only with non-overlapping RAWs, i.e., the read performed by one RAW precedes the write performed by the other RAW. An AWAR (atomic-write-after-read) pattern $e$ in an execution $\pi \cdot e$ is a nontrivial rmw event on an object $b$ which atomically returns the value of $b$ (resulting after $\pi$) and updates $b$ with a new value.

Intuitively, the stall metric captures the fact that the time a process might have to spend before it applies a primitive on a base object can be proportional to the
number of processes that try to update the object concurrently. Let \( M \) be any TM implementation. Let \( e \) be an event applied by process \( p \) to a base object \( b \) as it performs a transaction \( T \) during an execution \( E \) of \( M \). Let \( E = \alpha \cdot e_1 \cdots e_m \cdot e \cdot \beta \) be an execution of \( M \), where \( \alpha \) and \( \beta \) are execution fragments and \( e_1 \cdots e_m \) is a maximal sequence of \( m \geq 1 \) consecutive nontrivial events by distinct processes other than \( p \) that access \( b \). Then, we say that \( T \) incurs \( m \) memory stalls in \( E \) on account of \( e \). The number of memory stalls incurred by \( T \) in \( E \) is the sum of memory stalls incurred by all events of \( T \) in \( E \) [7, 26].

**Theorem 4** ([45]). There exists a progressive, opaque and strict DAP TM implementation \( LP \) that provides wait-free TM-liveness, uses invisible reads, uses only read-write base objects, and for every execution \( E \) and transaction \( T_k \in \text{txns}(E) \):

- \( T_k \) performs at most a single RAW, and
- every t-read operation invoked by \( T_k \) incurs \( O(1) \) memory stalls in \( E \), and
- every complete t-read operation invoked by \( T_k \) performs \( O(|Rset(T_k)|) \) steps in \( E \).

**Proof sketch.** There exists a cheap progressive, opaque TM implementation \( LP \) in which every transaction performs at most a single RAW, every t-read operation incurs \( O(1) \) memory stalls and maintains exactly one version of every t-object at any prefix of an execution. Moreover, the implementation is strict DAP and uses only read-write base objects.

For every t-object \( X_j \), \( LP \) maintains a base object \( v_j \) that stores the value of \( X_j \). Additionally, for each \( X_j \), we maintain a bit \( L_j \), which if set, indicates the presence of an updating transaction writing to \( X_j \). Also, for every process \( p_i \) and t-object \( X_j \), \( LP \) maintains a single-writer bit \( r_{ij} \) to which only \( p_i \) is allowed to write. Each of these base objects may be accessed only via read and write primitives.

The implementation first reads the value of t-object \( X_j \) from base object \( v_j \) and then reads the bit \( L_j \) to detect contention with an updating transaction. If \( L_j \) is set, the transaction is aborted; if not, read validation is performed on the entire read set. If the validation fails, the transaction is aborted. Otherwise, the implementation returns the value of \( X_j \). For a read-only transaction \( T_k \), \( tryC_k \) simply returns the commit response.

The \( write_k(X, v) \) implementation by process \( p_i \) simply stores the value \( v \) locally, deferring the actual updates to \( tryC_k \). During \( tryC_k \), process \( p_i \) attempts to obtain exclusive write access to every \( X_j \in Wset(T_k) \). This is realized through the single-writer bits, which ensure that no other transaction may write to base objects \( v_j \) and \( L_j \) until \( T_k \) relinquishes its exclusive write access to \( Wset(T_k) \). Specifically, process \( p_i \) writes 1 to each \( r_{ij} \), then checks that no other process \( p_i \) has written 1 to any \( r_{ij} \) by executing a series of reads (incurs a single RAW). If there exists such a process that concurrently contends on write set of \( T_k \), for each \( X_j \in Wset(T_k) \), \( p_i \) writes 0 to \( r_{ij} \) and aborts \( T_k \). If successful in obtaining exclusive write access to
Table 2: Complexity bounds for strongly progressive TMs.

<table>
<thead>
<tr>
<th>TM-correctness</th>
<th>TM-liveness</th>
<th>Impossible reads</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strict serializability</td>
<td>WF</td>
<td>read-write</td>
<td></td>
</tr>
<tr>
<td>Strict serializability</td>
<td>read-write, conditional</td>
<td></td>
<td>( \Omega(n \log n) ) RMRs</td>
</tr>
<tr>
<td>Opacity</td>
<td>starvation-free</td>
<td>yes</td>
<td>read-write</td>
</tr>
</tbody>
</table>

We then turn our focus to *strongly progressive* TMs [33] that, in addition to progressiveness, ensure that not all concurrent transactions conflicting over a single data item abort.

A \( \Omega(n \log n) \) lower bound on remote memory references. [47] showed that in any *strongly progressive* strictly serializable TM implementation that accesses the shared memory with read, write and conditional primitives, such as compare-and-swap and load-linked/store-conditional, the total number of remote memory references (RMRs) that take place in an execution of a progressive TM in which
$n$ concurrent processes perform transactions on a single t-object might reach $\Omega(n \log n)$.

Modern shared memory CPU architectures employ a memory hierarchy \cite{33}, a hierarchy of memory devices with different capacities and costs. Some of the memory is local to a given process while the rest of the memory is remote. Accesses to memory locations (i.e. base objects) that are remote to a given process are often orders of magnitude slower than a local access of the base object. Thus, the performance of concurrent implementations in the shared memory model may depend on the number of remote memory references made to base objects \cite{6}.

The RMR lower bound in \cite{47} is obtained via a reduction to an analogous lower bound for mutual exclusion \cite{10}. The reduction shows that any TM with the above properties can be used to implement a deadlock-free mutual exclusion, employing transactional operations on only one t-object and incurring a constant RMR overhead. The lower bound applies to RMRs in both the cache-coherent (CC) and distributed shared memory (DSM) models, and it appears to be the first RMR complexity lower bound for transactional memory.

**Theorem 5** (\cite{47}). Any strictly serializable, strongly progressive TM implementation $M$ that accesses a single t-object implies a deadlock-free, finite exit mutual exclusion implementation $L(M)$ such that the RMR complexity of $M$ is within a constant factor of the RMR complexity of $L(M)$.

**Strongly progressive TMs from read-write primitives.** Guerraoui et al. \cite{33} proved the impossibility of implementing strongly progressive strictly serializable TMs providing wait-free TM-liveness from read-write base objects.

**Theorem 6** (\cite{33}). It is impossible to implement strictly serializable strongly progressive TMs that provide wait-free TM-liveness (every t-operation returns a matching response within a finite number of steps) using only read and write primitives.

\cite{44} describes one means to circumvent this impossibility result: specifically, they prove the existence an opaque strongly progressive TM implementation from read-write base objects that provides starvation-free TM-liveness.

**Theorem 7.** There exists a strongly progressive opaque TM implementation with starvation-free t-operations that uses invisible reads and employs at most four RAWs per transaction.

### 3.4 On the cost of permissive opaque TMs

(Strongly) progressive TMs that allow a transaction to be aborted only on read-write conflicts have constant RAW/AWAR complexity. However, not aborting on
conflicts may not necessarily affect TM-correctness. Ideally, we would like to derive TM implementations that are permissive \([30]\), in the sense that a transaction is aborted only if committing it would violate TM-correctness.

Kuznetsov et al. \([44]\) establish a linear (in the transaction’s data set size) separation between the worst-case transaction expensive synchronization complexity of strongly progressive TM s and permissive TM s that allow a transaction to abort only if committing it would violate opacity. Specifically, \([44]\) show that an execution of a transaction in a permissive opaque TM implementation that provides starvation-free TM-liveness may require to perform at least one RAW/AWAR pattern per t-read.

**Definition 2 (Permissiveness).** A TM implementation \(M\) is permissive with respect to TM-correctness \(C\) if for every history \(H\) of \(M\) such that \(H\) ends with a response \(r_k\) and replacing \(r_k\) with some \(r_k \neq A_k\) gives a history that satisfies \(C\), we have \(r_k \neq A_k\).

Therefore, permissiveness does not allow a transaction to abort, unless committing it would violate the execution’s correctness.

\([44]\) show that an execution of a transaction in a permissive opaque TM implementation (providing starvation-free TM-liveness) may require to perform at least one RAW/AWAR pattern per t-read.

**Theorem 8 (\([44]\)).** Let \(M\) be a permissive opaque TM implementation providing starvation-free TM-liveness. Then, for any \(m \in \mathbb{N}\), \(M\) has an execution in which some transaction performs \(m\) t-reads such that the execution of each t-read contains at least one RAW or AWAR.

**Proof.** Consider an execution \(E\) of \(M\) consisting of transactions \(T_1, T_2, T_3\) as shown in Figure 3. \(T_3\) performs a t-read of \(X_1\), then \(T_2\) performs a t-write on \(X_1\) and commits, and finally \(T_1\) performs a series of reads from objects \(X_1, \ldots, X_m\). Since the implementation is permissive, no transaction can be forcefully aborted in \(E\), and the only valid serialization of this execution is \(T_3, T_2, T_1\). Note also that the execution generates a sequential history: each invocation of a t-operation is immediately followed by a matching response. Thus, since we assume starvation-freedom as a liveness property, such an execution exists.

We consider \(\text{read}_1(X_k), 2 \leq k \leq m\) in execution \(E\). Imagine that we modify the execution \(E\) as follows. Immediately after \(\text{read}_1(X_k)\) executed by \(T_1\) we add \(\text{write}_3(X, v)\), and \(\text{try}C_3\) executed by \(T_3\) (let \(TC_3(X_k)\) denote the complete execution of \(W_3(X_k, v)\) followed by \(\text{try}C_3\)). Obviously, \(TC_3(X_k)\) must return abort: neither \(T_3\) can be serialized before \(T_1\) nor \(T_1\) can be serialized before \(T_3\). On the other hand if \(TC_3(X_k)\) takes place just before \(\text{read}_1(X_k)\), then \(TC_3(X_k)\) must return commit but \(\text{read}_1(X_k)\) must return the value written by \(T_3\). In other words, \(\text{read}_1(X_k)\) and
TC₃(Xₖ) are strongly non-commutative [8]: both of them see the difference when ordered differently. As a result, intuitively, read₁(Xₖ) needs to perform a RAW or AWAR to make sure that the order of these two “conflicting” operations is properly maintained. We formalize this argument below.

Consider a modification E’ of E, in which T₃ performs write₃(Xₖ) immediately after read₁(Xₖ) and then tries to commit. In any serialization of E’, T₃ must precede T₂ (read₃(X₁)) returns the initial value of X₁) and T₂ must precede T₁ to respect the real-time order of transactions. The execution of read₁(Xₖ) does not modify base objects, hence, T₃ does not observe read₁(Xₖ) in E’. Since M is permissive, T₃ must commit in E’. But since T₁ performs read₁(Xₖ) before T₃ commits and T₃ updates Xₖ, we also have T₁ must precede T₃ in any serialization. Thus, T₃ cannot precede T₁ in any serialization—contradiction. Consequently, each read₁(Xₖ) must perform a write to a base object.

Let π be the execution fragment that represents the complete execution of read₁(Xₖ) and Eₖ, the prefix of E up to (but excluding) the invocation of read₁(Xₖ).

Clearly, π contains a write to a base object. Let πₜ be the first write to a base object in π. Thus, π can be represented as πₜ · πₜ · πₚ. Suppose that π does not contain a RAW or AWAR. Consider the execution fragment Eₖ · πₜ · πⁿ, where πₜ is the complete execution of TC₃(Xₖ) by T₃. Such an execution of M exists since πₜ does not perform any base object write, hence, Eₖ · πₜ · π is indistinguishable to T₃ from Eₖ · πₜ.

Since, by our assumption, πₜ · πₚ contains no RAW, any read performed in πₜ · πₚ can only be applied to base objects previously written in πₜ · πₚ. Since πₜ is not an AWAR, Eₖ · πₜ · π · πₜ · πₜ is an execution of M since it is indistinguishable to T₃ from Eₖ · π. In Eₖ · πₜ · π · πₜ · πₜ, T₃ commits (as in π) but T₁ ignores the value written by T₃ to Xₖ. But there exists no serialization that justifies this execution—contradiction to the assumption that M is opaque. Thus, each read₁(Xₖ), 2 ≤ k ≤ m must contain a RAW/AWAR.

Note that since all t-reads of T₁ are executed sequentially, all these RAW/AWAR patterns are pairwise non-overlapping, which completes the proof.

The following result is a simple corollary to Theorem[8]
Corollary 9 ([16]). There does not exist any permissive opaque TM implementation with invisible reads and starvation-free TM-liveness.

4 Complexity of non-blocking TMs

We focus on TMs that avoid using locks and rely on non-blocking synchronization: a prematurely halted transaction cannot prevent other transactions from committing. Possibly the weakest non-blocking progress condition is obstruction-freedom ([37] [40]) stipulating that every transaction running in the absence of step contention, i.e., not encountering steps of concurrent transactions, must commit. In fact, several early TM implementations ([29], [38], [50], [61], [63]) satisfied obstruction-freedom.

Let $OF$ denote the class of non-blocking TMs that provide obstruction-free TM-progress (a transaction is allowed to abort only in executions that are not step contention-free) and obstruction-free (every t-operation must return a matching response within a finite number of steps in step contention-free executions) TM-liveness. Observe that there exists an execution exported by an obstruction-free TM, but not by any progressive TM and vice-versa. Consider a t-read $X$ by a transaction $T$ that runs step contention-free from a configuration that contains an incomplete write to $X$. Weak progressiveness does not preclude $T$ from being aborted in such an execution. Obstruction-free TMs however, must ensure that $T$ must complete its read of $X$ without blocking or aborting in such executions. On the other hand, weak progressiveness requires two non-conflicting transactions to not be aborted even in executions that are not step contention-free; but this is not guaranteed by obstruction-freedom.

4.1 Lower bounds for obstruction-free TMs

On the cost of disjoint-access parallelism. Complexity of obstruction-free TMs was first studied by Guerraoui and Kapalka ([31], [33]) who proved that they cannot provide strict DAP. However, it is possible to realize weaker than strict DAP variants of obstruction-free opaque TMs. For example, DSTM ([38]) satisfies RW DAP (and hence weak DAP), but not strict DAP.

Theorem 10 ([31]). There does not exist any strict DAP strictly serializable TM implementation in $OF$.

The next result we survey focuses on strictly serializable TM implementations that satisfy two important properties: weak DAP and read invisibility. There exist weak DAP lock-based TM implementations that use invisible reads ([21], [27]). In contrast, [45] establish that it is impossible to implement an obstruction-free
Algorithm 1 Strict DAP progressive opaque TM implementation $LP$; code for $T_k$ executed by process $p_i$

1: Shared base objects:
2: $v_j$, for each t-object $X_j$
3: $r_{ij}$, for each process $p_i$ and t-object $X_j$
4: single-writer bit
5: $L_j$, for each t-object $X_j$
6: $ov_j\rightarrow k_j$:
7: \begin{align*}
8: & \text{read}_{ij}(X_j) \\
9: & \text{if } X_j \notin \text{Rset}(T_k) \text{ then} \\
10: & \quad [ov_j, k_j] := \text{read}(v_j) \\
11: & \quad \text{Rset}(T_k) := \text{Rset}(T_k) \cup [X_j, [ov_j, k_j]]_k \\
12: & \quad \text{if read}(L_j) \neq 0 \text{ then} \\
13: & \quad \quad \text{Return } A_k \\
14: & \quad \text{if validate() then} \\
15: & \quad \quad \text{Return } A_k \\
16: & \quad \text{Return } ov_j \\
17: & \text{else} \\
18: & \quad [ov_j, \bot] := \text{Rset}(T_k)\text{.locate}(X_j) \\
19: & \quad \text{Return } ov_j \\
\end{align*}
20: \begin{align*}
21: & \text{write}_{ij}(X_j,v) \\
22: & \quad nv_j := v \\
23: & \quad \text{Wset}(T_k) := \text{Wset}(T_k) \cup \{X_j\} \\
24: & \quad \text{Return } ok \\
\end{align*}
25: \begin{align*}
26: & \text{write}(v) \\
27: & \quad nv_j := v \\
28: & \quad \text{Wset}(T_k) := \text{Wset}(T_k) \cup \{X_j\} \\
29: & \quad \text{Return } ok \\
30: & \text{tryC}(t) \\
31: & \quad \text{if } |\text{Wset}(T_k)| = 0 \text{ then} \\
32: & \quad \quad \text{Return } C_k \\
33: & \quad \quad \text{locked := acquire(}\text{Wset}(T_k)) \\
34: & \quad \quad \text{if } \neg \text{locked then} \\
35: & \quad \quad \quad \text{Return } A_k \\
36: & \quad \quad \quad \text{if isAbortable() then} \\
37: & \quad \quad \quad \quad \text{release}(\text{Wset}(T_k)) \\
38: & \quad \quad \quad \quad \text{Return } A_k \\
39: & \quad \text{for all } X_j \in \text{Wset}(T_k) \text{ do} \\
40: & \quad \quad \text{write}(v_j, [nv_j, k]) \\
41: & \quad \quad \text{release}(\text{Wset}(T_k)) \\
42: & \quad \text{Return } C_k \\
43: \end{align*}
44: \begin{align*}
45: & \text{Function: release}(Q) \\
46: & \quad \text{for all } X_j \in Q \text{ do} \\
47: & \quad \quad \text{write}(L_j, 0) \\
48: & \quad \text{for all } X_j \in Q \text{ do} \\
49: & \quad \quad \text{write}(r_{ij}, 0) \\
50: & \quad \text{Return } ok \\
51: \end{align*}
52: \begin{align*}
53: & \text{Function: acquire}(Q) \\
54: & \quad \text{for all } X_j \in Q \text{ do} \\
55: & \quad \quad \text{write}(r_{ij}, 1) \\
56: & \quad \text{if } \exists X_j \in Q; t \neq k : \text{read}(r_{ij}) = 1 \text{ then} \\
57: & \quad \quad \text{for all } X_j \in Q \text{ do} \\
58: & \quad \quad \quad \text{write}(r_{ij}, 0) \\
59: & \quad \quad \text{Return } false \\
60: & \quad \text{for all } X_j \in Q \text{ do} \\
61: & \quad \quad \text{write}(L_j, 1) \\
62: & \quad \text{Return } true \\
63: \end{align*}
64: \begin{align*}
65: & \text{Function: isAbortable() } \\
66: & \quad \text{if } \exists X_j \in \text{Rset}(T_k) : X_j \notin \text{Wset}(T_k) \land \text{read}(L_j) \neq 0 \text{ then} \\
67: & \quad \quad \text{Return } true \\
68: & \quad \text{if validate() then} \\
69: & \quad \quad \text{Return } true \\
70: & \quad \text{Return } false \\
71: \end{align*}
72: \begin{align*}
73: & \text{Function: validate() } \\
74: & \quad \text{if } \exists X_j \in \text{Rset}(T_k) : [ov_j, k_j] \neq \text{read}(v_j) \text{ then} \\
75: & \quad \quad \text{Return } true \\
76: & \quad \text{Return } false \\
\end{align*}
Figure 4: Executions describing the proof sketch of Theorem 11; execution in 4c is not strictly serializable

TM that provides both weak DAP and read invisibility. Indeed, DSTM [38] and FSTM [29] are weak DAP, but use visible reads for aborting pending writing transactions.

**Theorem 11 (45).** *There does not exist a weak DAP strictly serializable TM implementation in OF that uses invisible reads.*

**Proof sketch.** Suppose, by contradiction, that such a TM implementation $M$ exists. Consider an execution $E$ of $M$ in which a transaction $T_0$ performs a t-read of t-object $Z$ (returning the initial value $v$), writes $nv$ (new value) to t-object $X$, and commits. Let $E'$ denote the longest prefix of $E$ that cannot be extended with the t-complete step contention-free execution of any transaction that reads $nv$ in $X$ and commits.

Thus if $T_0$ takes one more step, then the resulting execution $E' \cdot e$ can be extended with the t-complete step contention-free execution of a transaction $T_1$ that reads $nv$ in $X$ and commits.

Since $M$ uses invisible reads, the following execution exists: $E'$ can be extended with the t-complete step contention-free execution of a transaction $T_2$ that reads the initial value $v$ in $X$ and commits, followed by the step $e$ of $T_0$ after which transaction $T_1$ running step contention-free reads $nv$ in $X$ and commits. Moreover, this execution is indistinguishable to $T_1$ and $T_2$ from an execution in which the read set of $T_0$ is empty. Thus, we can modify this execution by inserting the step contention-free execution of a committed transaction $T_3$ that writes a new value to $Z$ after $E'$, but preceding $T_2$ in real-time order. Intuitively, by weak DAP,
transactions $T_1$ and $T_2$ cannot distinguish this execution from the original one in which $T_3$ does not participate.

Thus, we can show that the following execution exists: $E'$ is extended with the t-complete step contention-free execution of $T_3$ that writes $nv$ to $Z$ and commits, followed by the t-complete step contention-free execution of $T_2$ that reads the initial value $v$ in $X$ and commits, followed by the step $e$ of $T_0$, after which $T_1$ reads $nv$ in $X$ and commits.

This execution is, however, not strictly serializable: $T_0$ must appear in any serialization ($T_1$ reads a value written by $T_0$). Transaction $T_2$ must precede $T_0$, since the t-read of $X$ by $T_2$ returns the initial value of $X$. To respect real-time order, $T_3$ must precede $T_2$. Finally, $T_0$ must precede $T_3$ since the t-read of $Z$ returns the initial value of $Z$. The cycle $T_0 \rightarrow T_3 \rightarrow T_2 \rightarrow T_0$ implies a contradiction. □

A linear lower bound on memory stall complexity. [45] prove a linear (in $n$) lower bound for strictly serializable TM implementations in $OF$ on the total number of memory stalls incurred by a single t-read operation.

**Theorem 12** ([45]). Every strictly serializable TM implementation $M \in OF$ has a $(n - 1)$-stall execution $E$ for a t-read operation performed in $E$.

**Proof sketch.** Inductively, for each $k \leq n - 1$, construct a specific $k$-stall execution [26] in which some t-read operation by a process $p$ incurs $k$ stalls. In the $k$-stall execution, $k$ processes are partitioned into disjoint subsets $S_1, \ldots, S_i$. The execution can be represented as $\alpha \cdot \sigma_1 \cdots \sigma_i$; $\alpha$ is $p$-free, where in each $\sigma_j$, $j = 1, \ldots, i$, $p$ first runs by itself, then each process in $S_j$ applies a nontrivial event on a base object $b_j$, and then $p$ applies an event on $b_j$. Moreover, $p$ does not detect step contention in this execution and, thus, must return a non-abort value in its t-read and commit in the solo extension of it. Additionally, it is guaranteed that in any extension of $\alpha$ by the processes other than $(p) \cup S_1 \cup S_2 \cup \ldots \cup S_i$, no nontrivial primitive is applied on a base object accessed in $\sigma_1 \cdots \sigma_i$.

Assuming that $k \leq n - 2$, we introduce a not previously used process executing an updating transaction immediately after $\alpha$, so that the subsequent t-read operation executed by $p$ is "perturbed" (must return another value). This will help us to construct a $(k + k')$-stall execution $\alpha \cdot \alpha' \cdot \sigma_1 \cdots \sigma_i \cdot \sigma_{i+1}$, where $k' > 0$. □

Observe that, since there are at most $n$ concurrent transactions, we cannot do better than $(n - 1)$ stalls. Thus, the lower bound of Theorem 12 is tight.

**RAW/AWAR complexity.** [45] prove that opaque, RW DAP TM implementations in $OF$ have executions in which some read-only transaction performs a linear (in $n$) number of non-overlapping RAWs or AWARs.
<table>
<thead>
<tr>
<th>Strict DAP</th>
<th>Obstruction-free</th>
<th>Progressive LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Invisible reads+weak DAP</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Stall complexity of reads</td>
<td>$\Omega(n)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>RAW/AWAR complexity</td>
<td>$\Omega(n)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>Read-write base objects, wait-free termination</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Figure 5: Complexity gap between blocking and non-blocking TMs; $n$ is the number of processes

**Theorem 13.** Every RW DAP opaque TM implementation $M \in OF$ has an execution $E$ in which some read-only transaction $T \in \text{txns}(E)$ performs $\Omega(n)$ non-overlapping RAW/AWARs.

**Impossibility of obstruction-free TMs from read-write primitives.** Guerraoui and Kapalka [31, 33] also proved that a strict serializable TM that provides OF TM-progress and wait-free TM-liveness cannot be implemented using only read and write primitives. An interesting open question is whether we can implement strict serializable TMs in $OF$ using only read and write primitives.

### 4.2 Blocking versus non-blocking TMs

Some benefits of obstruction-free TMs, namely their ability to make progress even if some transactions prematurely fail, are not provided by progressive TMs. However, several papers [20, 21, 28] argued that lock-based TMs tend to outperform obstruction-free ones by allowing for simpler algorithms with lower overhead, and their inherent progress issues may be resolved using timeouts and contention-managers [60].

As highlighted in [21, 28], obstruction-free TMs typically must forcefully abort pending conflicting transactions. This observation inspires the impossibility of invisible reads (Theorem 11). Typically, to detect the presence of a conflicting transaction and abort it, the reading transaction must employ a RAW or a read-modify-write primitive like compare-and-swap, motivating the linear lower bound on expensive synchronization (Theorem 13). Also, in obstruction-free TMs, a transaction may not wait for a concurrent inactive transaction to complete and, as a result, we may have an execution in which a transaction incurs a distinct stall due to a transaction run by each other process, hence the linear stall complexity (Theorem 12). Intuitively, since transactions in progressive TMs may abort themselves in case of conflicts, they can employ invisible reads and maintain constant stall and RAW/AWAR complexities.

Overcoming the lower bounds for obstruction-free TMs individually is comparatively easy. Say, TL [21] combines strict DAP with invisible reads, but it
is not read-write (for base object primitives), and it does not provide constant RAW/AWAR and stall complexities. However, the progressive TM $LP$ overcomes most of the lower bounds known for obstruction-free TMs. Observe that the opaque implementation $LP$, (1) uses only read-write base objects and ensures that every transactional operation terminates in a wait-free manner, (2) ensures strict DAP, (3) has invisible reads, (4) performs $O(1)$ non-overlapping RAWs/AWARs per transaction, and (5) incurs $O(1)$ memory stalls per read operation. In contrast, from the lower bounds summarized in this survey we know that (i) no OF TM that provides wait-free transactional operations can be implemented using only read-write base objects; (ii) no OF TM can provide strict DAP; (iii) no weak DAP of TM has invisible reads and (iv) no OF TM ensures a constant number of stalls incurred by a read operation. Finally, (v) no RW DAP opaque OF TM has constant RAW/AWAR complexity. Thus, (iv) and (v) exhibit a linear separation between blocking and non-blocking TMs w.r.t expensive synchronization and memory stall complexity, respectively.

The results are summarized and put in perspective in Figure 5 [45]. Altogether, we grasp a considerable complexity gap between blocking and non-blocking TM implementations, justifying theoretically the shift in TM practice we observed during the past decade.

## 5 Lower bounds for partially non-blocking TMs

It is easy to see that dynamic TMs where the patterns in which transactions access t-objects are not known in advance do not allow for wait-free TMs [33], i.e., every transaction must commit in a finite number of steps of the process executing it, regardless of the behavior of concurrent processes. Suppose that a transaction $T_1$ reads t-object $X$, then a concurrent transaction $T_2$ reads t-object $Y$, writes to $X$ and commits, and finally $T_2$ writes to $Y$. Since $T_1$ has read the “old” value in $X$ and $T_2$ has read the “old” value in $Y$, there is no way to commit $T_1$ and order the two transactions in a sequential execution. As this scenario can be repeated arbitrarily often, even the weaker guarantee of local progress that only requires that each transaction eventually commits if repeated sufficiently often, cannot be ensured by any strictly serializable TM implementation, regardless of the base objects it uses [14].

**Theorem 14** ([14]). There does not exist any strictly serializable TM implementation that provides local progress.

---

Note that the counter-example would not work if we imagine that the data sets accessed by a transaction can be known in advance. However, we consider the conventional dynamic TM programming model.
But can we ensure that at least some transactions commit wait-free and what are the inherent costs? It is often argued that many realistic workloads are read-dominated: the proportion of read-only transactions is higher than that of updating ones, or read-only transactions have much larger data sets than updating ones [12, 34]. Therefore, it seems natural to require that read-only transactions commit wait-free. Moreover, we require that updating transaction provide only an extremely weak sequential TM-progress.

We denote by $\mathcal{RWF}$ the class of partially non-blocking TMs originally studied and motivated by Attiya et al. [11].

Definition 3 ([46]). (The class $\mathcal{RWF}$) A TM implementation $M \in \mathcal{RWF}$ iff in its every execution:

- (wait-free TM-progress for read-only transactions) every read-only transaction commits in a finite number of its steps, and
- (sequential TM-progress and sequential TM-liveness for updating transactions) i.e., every transaction running step contention-free from a t-quiescent configuration, commits in a finite number of its steps.

5.1 The space complexity of invisible reads

[46] prove that every strictly serializable TM implementation $M \in \mathcal{RWF}$ that uses invisible reads must keep unbounded sets of values for every t-object. To do so, for every $c \in \mathbb{N}$, construct an execution of $M$ that maintains at least $c$ distinct values for every t-object.

Definition 4 ([46]). Let $E$ be any execution of a TM implementation $M$. We say that $E$ maintains $c$ distinct values $\{v_1, \ldots, v_c\}$ of t-object $X$, if there exists an execution $E \cdot E'$ of $M$ such that

- $E'$ contains the complete executions of $c$ t-reads of $X$ and,
- for all $i \in \{1, \ldots, c\}$, the response of the $i$th t-read of $X$ in $E'$ is $v_i$.

Theorem 15 ([46]). Let $M$ be any strictly serializable TM implementation in $\mathcal{RWF}$ that uses invisible reads, and $X$, any set of t-objects. Then, for every $c \in \mathbb{N}$, there exists an execution $E$ of $M$ such that $E$ maintains at least $c$ distinct values of each t-object $X$ in $X$.

Proof. Let $v_0$ be the initial value of t-object $X_0 \in X$. For every $c \in \mathbb{N}$, we iteratively construct an execution $E$ of $M$ of the form depicted in Figure 6a. The construction of $E$ proceeds in phases: there are at most $c - 1$ phases. For all $i \in \{0, \ldots, c - 1\}$, we denote the execution after phase $i$ as $E_i$ which is defined as follows:

- $E_0$ is the complete step contention-free execution fragment $\alpha_0$ of read-only transaction $T_0$ that performs $\text{read}_0(X_1) \rightarrow v_{0i}$
(b) extend every read-only transaction $T_2$ in phase $i$ with $t$-reads of $X_2, \ldots, X_t, \ldots$; note that each $\textit{read}_3(X_t)$ must return $v_i$.

\[ \begin{array}{l}
\text{Phase 0: } T_0 \xrightarrow{\text{read}(X_1)} v_0 \\
\text{Phase 1: } T_1 \xrightarrow{\forall X_i \in X: \text{write } v_i} T_1 \text{ commits} \\
\text{Phase 2: } T_2 \xrightarrow{\forall X_i \in X: \text{write } v_i} T_2 \text{ commits} \\
\text{Phase } k \xrightarrow{\forall X_i \in X: \text{write } v_i} T_k \text{ commits} \\
\downarrow \\
\text{extend to } c-1 \text{ phases}
\end{array} \]

(a) for all $i \in \{1, \ldots, c-1\}$, $T_{2i-1}$ writes $v_i$ to each $X_i$; $\textit{read}_2(X_i)$ must return $v_i$.

\[ \begin{array}{l}
\text{Phase 0: } T_0 \xrightarrow{\text{read}(X_1)} v_0 \\
\text{Phase 1: } T_1 \xrightarrow{\forall X_i \in X: \text{write } v_i} T_1 \text{ commits} \\
\text{Phase 2: } T_2 \xrightarrow{\forall X_i \in X: \text{write } v_i} T_2 \text{ commits} \\
\text{Phase } k \xrightarrow{\forall X_i \in X: \text{write } v_i} T_k \text{ commits} \\
\downarrow \\
\text{extend to } c-1 \text{ phases}
\end{array} \]

(b) extend every read-only transaction $T_2$ in phase $i$ with $t$-reads of $X_2, \ldots, X_t, \ldots$; note that each $\textit{read}_3(X_t)$ must return $v_i$.

Figure 6: Executions in the proof of Theorem 15; execution in 6a must maintain $c$ distinct values of every $t$-object.

- for all $i \in \{1, \ldots, c-1\}$, $E_i$ is defined to be an execution of the form $\alpha_0 \cdot \rho_1 \cdot \alpha_1 \cdots \rho_i \cdot \alpha_i$ such that for all $j \in \{1, \ldots, i\}$,
  - $\rho_j$ is the $t$-complete step contention-free execution fragment of an updating transaction $T_{2j-1}$ that, for all $X_i \in X$ writes the value $v_{ji}$ and commits
  - $\alpha_j$ is the complete step contention-free execution fragment of a read-only transaction $T_{2j}$ that performs $\textit{read}_2(X_i) \rightarrow v_{ji}$.

Since read-only transactions are invisible, for all $i \in \{0, \ldots, c-1\}$, the execution fragment $\alpha_i$ does not contain any nontrivial events. Consequently, for all $i < j \leq c-1$, the configuration after $E_i$ is indistinguishable to transaction $T_{2j-1}$ from a t-quiescent configuration and it must be committed in $\rho_j$ (by sequential progress for updating transactions). Observe that, for all $1 \leq j < i$, $T_{2j-1} \not\subseteq_{E}^T T_{2i-1}$. Strict serializability of $M$ now stipulates that, for all $i \in \{1, \ldots, c-1\}$, the t-read of $X_i$ performed by transaction $T_{2i}$ in the execution fragment $\alpha_i$ must return the value $v_{ii}$ of $X_i$ as written by transaction $T_{2i-1}$ in the execution fragment $\rho_i$ (in any serialization, $T_{2i-1}$ is the latest committed transaction writing to $X_i$ that precedes $T_{2i}$). Thus, $M$ indeed has an execution $E$ of the form depicted in Figure 6a.
Consider the execution fragment $E'$ that extends $E$ in which, for all $i \in \{0, \ldots, c - 1\}$, read-only transaction $T_{2i}$ is extended with the complete execution of the t-reads of every t-object $X_\ell \in X \setminus \{X_1\}$ (depicted in Figure 6b).

We claim that, for all $i \in \{0, \ldots, c - 1\}$, and for all $X_\ell \in X \setminus \{X_1\}$, $\text{read}_{2i}(X_\ell)$ performed by transaction $T_{2i}$ must return the value $v_{i\ell}$ of $X_\ell$ written by transaction $T_{2i-1}$ in the execution fragment $\rho_i$. Indeed, by wait-free progress, $\text{read}_{i}(X_\ell)$ must return a non-abort response in such an extension of $E$. Suppose by contradiction that $\text{read}_{i}(X_\ell)$ returns a response that is not $v_{i\ell}$. There are two cases:

- $\text{read}_{2i}(X_\ell)$ returns the value $v_{ji}$ written by transaction $T_{2j-1}$; $j < i$. However, since for all $j < i$, $T_{2j} \prec_{E} T_{2i}$, the execution is not strictly serializable—contradiction.
- $\text{read}_{2i}(X_\ell)$ returns the value $v_{ji}$ written by transaction $T_{2j}$; $j > i$. Since $\text{read}_{i}(X_1)$ returns the value $v_{i1}$ and $T_{2i} \prec_{E} T_{2j}$, there exists no such serialization—contradiction.

Thus, $E$ maintains at least $c$ distinct values of every t-object $X \in X$. □

Perelman et al. [55] considered the closely related (to $\mathcal{RWF}$) class of mv-permissive TMs: a transaction can only be aborted if it is an updating transaction that conflicts with another updating transaction. $\mathcal{RWF}$ is incomparable with the class of mv-permissive TMs. On the one hand, mv-permissiveness guarantees that read-only transactions never abort, but does not imply that they commit in a wait-free manner. On the other hand, $\mathcal{RWF}$ allows an updating transaction to abort in the presence of a concurrent read-only transaction, which is disallowed by mv-permissive TMs. Observe that, technically, mv-permissiveness is a blocking TM-progress condition, although when used in conjunction with wait-free TM-liveness, it is a partially non-blocking TM-progress condition that is strictly stronger than $\mathcal{RWF}$.

[55] proved that mv-permissive TMs cannot be online space optimal, i.e., no mv-permissive TM can keep the minimum number of old object versions for any TM history. The result on the space complexity of implementations in $\mathcal{RWF}$ that use invisible reads (Theorem [15]) is different since it proves that the implementation must maintain an unbounded number of versions of every t-object. The above proof technique can however be used to show that mv-permissive TMs considered in [55] should also maintain unbounded number of versions.

5.2 On the cost of disjoint-access parallelism

Kuznetsov et al. [46] prove that it is impossible to derive strictly serializable TM implementations in $\mathcal{RWF}$ which ensure that any two transactions accessing pairwise disjoint data sets can execute without contending on the same base object.
Theorem 16 ([46]). There exists no strictly serializable strict DAP TM implementation in $\mathcal{RWF}$.

Kuznetsov et al. [46] also prove a linear lower bound (in the size of the transaction’s read set) on the number of RAWs or AWARs for weak DAP TM implementations in $\mathcal{RWF}$. Specifically, there exist executions in which each t-read operation of an arbitrarily long read-only transaction contains a RAW or an AWAR.

Theorem 17 ([46]). Every strictly serializable weakly DAP TM implementation $M \in \mathcal{RWF}$ has, for all $m \in \mathbb{N}$, an execution in which some read-only transaction $T_0$ with $m = |\text{Rset}(T_0)|$ performs $\Omega(m)$ RAWs/AWARs.

Since Theorem 17 implies that read-only transactions must perform nontrivial events, we have the following corollary that was proved directly in [11].

Corollary 18 ([11]). There does not exist any strictly serializable weak DAP TM implementation $M \in \mathcal{RWF}$ that uses invisible reads.

Attiya et al. [11] also considered a stronger “disjoint-access” property, called simply DAP, referring to the original definition proposed Israeli and Rappoport [42]. In DAP, two transactions are allowed to concurrently access (even for reading) the same base object only if they are disjoint-access. For an $n$-process DAP TM implementation, it is shown in [11] that a read-only transaction must perform at least $n - 3$ writes. The lower bound in Theorem 17 is strictly stronger than the one in [11], as it assumes only weak DAP, considers a more precise RAW/AWAR metric, and does not depend on the number of processes in the system. (Technically, the last point follows from the fact that the execution constructed in the proof of Theorem 17 uses only 3 concurrent processes.) Thus, the theorem subsumes the two lower bounds of [11] within a single proof.

Assuming starvation-free TM-liveness, [55] showed that implementing a weak DAP strictly serializable mv-permissive TM is impossible. The proof of this result is immediate from the analogous results for $\mathcal{RWF}$ in [11] and [46].

6 Hybrid Transactional Memory

If used carefully, HTM can be an extremely useful construct, and can significantly speed up and simplify concurrent implementations. At the same time, this powerful tool is not without its limitations: since HTMs are usually implemented on top of the cache coherence mechanism, hardware transactions have inherent capacity constraints on the number of distinct memory locations that can be accessed inside a single transaction. Moreover, all current proposals are best-effort, as they may
abort under imprecisely specified conditions (cache capacity overflow, interrupts etc). In brief, the programmer should not solely rely on HTMs.

Several HyTM schemes [17, 19, 43, 48] have been proposed to complement the fast, but best-effort nature of HTM with a slow, reliable software transactional memory (STM) backup. These proposals have explored a wide range of trade-offs between the overhead on hardware transactions, concurrent execution of hardware and software, and the provided progress guarantees. Early proposals for HyTM implementations [19, 43] shared some interesting features. First, transactions that do not conflict are expected to run concurrently, regardless of their types (software or hardware), à la progressiveness. Second, in addition to changing the values of transactional objects, hardware transactions usually employ code instrumentation techniques. Intuitively, instrumentation is used by hardware transactions to detect concurrency scenarios and abort in the case of contention. The number of instrumentation steps performed by these implementations within a hardware transaction is usually proportional to the size of the transaction’s data set.

Recent work by Riegel et al. [58] surveyed the various HyTM algorithms to date, focusing on techniques to reduce instrumentation overheads in the frequently executed hardware fast-path. However, it is not clear whether there are fundamental limitations when building a HyTM with non-trivial concurrency between hardware and software transactions. In particular, what are the inherent instrumentation costs of building a HyTM, and what are the trade-offs between these costs and the provided concurrency, i.e., the ability of the HyTM system to run software and hardware transactions in parallel?

Modelling HyTM. To address these questions, [4] proposes a model for hybrid TM systems which formally captures the notion of cached accesses provided by hardware transactions, and precisely defines instrumentation costs in a quantifiable way. [4] models a hardware transaction as a series of memory accesses that operate on locally cached copies of the variables, followed by a cache-commit operation. In case a concurrent transaction performs a (read-write or write-write) conflicting access to a cached object, the cached copy is invalidated and the hardware transaction aborts. The model for instrumentation is motivated by recent experimental evidence which suggests that the overhead on hardware transactions imposed by code which detects concurrent software transactions is a significant performance bottleneck [51]. In particular, a HyTM implementation imposes a logical partitioning of shared memory into data and metadata locations. Intuitively, metadata is used by transactions to exchange information about contention and conflicts while data locations only store the values of data items read and updated within transactions. [4] quantifies instrumentation cost by measuring the number of accesses to metadata objects which transactions perform. All known HyTM
proposals, such as HybridNOrec [17][57], PhTM [48] and others [19][43] avoid co-locating the data and metadata within a single base object.

Complexity. Once this general model is in place, Alistarh et al. [4] derive two lower bounds on the cost of implementing a HyTM. First, they show that some instrumentation is necessary in a HyTM implementation even if we only intend to provide sequential progress, where any transaction is only guaranteed to commit if it runs in the absence of concurrency.

Theorem 19 ([4]). There does not exist a strictly serializable uninstrumented HyTM implementation that ensures sequential TM-progress and TM-liveness.

Second, [4] prove that any progressive HyTM implementation providing obstruction-free liveness (every operation running solo returns some response) and has executions in which an arbitrarily long read-only hardware transaction running in the absence of concurrency must access a number of distinct metadata objects proportional to the size of its data set.

Theorem 20 ([4]). Let $M$ be any progressive, opaque HyTM implementation that provides OF TM-liveness. For every $m \in \mathbb{N}$, there exists an execution $E$ in which some fast-path read-only transaction $T_k \in \text{txns}(E)$ satisfies either (1) $Dset(T_k) \leq m$ and $T_k$ incurs a capacity abort in $E$ or (2) $Dset(T_k) = m$ and $T_k$ accesses $\Omega(m)$ distinct metadata base objects in $E$.

The proof of the above theorem proceeds inductively. Start with a sequential execution in which a “large” set $S_m$ of read-only hardware transactions, each accessing $m$ distinct data items and $m$ distinct metadata memory locations, run after an execution $E_m$. We then construct execution $E_{m+1}$, an extension of $E_m$, which forces at least half of the transactions in $S_m$ to access a new metadata base object when reading a new $(m+1)^{th}$ data item, running after $E_{m+1}$. The technical challenge, and the key departure from prior work on STM lower bounds, e.g. [11][31][33], is that hardware transactions practically possess “automatic” conflict detection, aborting on contention. This is in contrast to STMs, which must take steps to detect contention on memory locations.

Algorithms. The inherent high instrumentation costs of early HyTM designs, stimulated more recent HyTM schemes [17][48][51][58] to sacrifice progressiveness for constant instrumentation cost (i.e., not depending on the size of the transaction). In the past few years, Dalessandro et al. [17] and Riegel et al. [58] have proposed HyTMs based on the efficient NOrec STM [18]. These HyTMs schemes do not guarantee any parallelism among transactions; only sequential progress is ensured. Despite this, they are among the best-performing HyTMs to date due to the limited
instrumentation in hardware transactions. Therefore, the cost of avoiding the linear lower bound for progressive implementations is that hardware transactions may be aborted by non-conflicting software ones.

7 Research directions and open questions

Weak TM-correctness. In this survey, we focussed on TM implementations providing the TM-correctness properties of opacity or the weaker strict serializability. However, one may observe that as long as committed transactions constitute a serial execution and every transaction witnesses a consistent state, the execution can be considered “safe”: no run-time error that cannot occur in a serial execution can happen. TM-correctness properties like virtual-world consistency (VWC) \[41\] and transactional memory specification (TMS1) \[25\] ensure strict serializability, but are strictly weaker than opacity. Are TM implementations that satisfy VWC or TMS1, but not opacity subject to the lower bounds surveyed in this paper? For instance, it is easy to see that the lower bound of Theorem \[8\] on the complexity of permissive opaque TMs is not subject to permissive VWC TMs \[16\]. Furthermore, \[16\] described a permissive VWC TM implementation that ensures that t-read operations do not perform nontrivial primitives, but the tryCommit invoked by a read-only transaction perform a linear (in the size of the transaction’s data set) number of RAW/AWARs.

Bushkov et al. \[13\] improved on the impossibility result in \[31\] and showed that a variant of strict DAP cannot be combined with obstruction-free TM-progress, even if a weaker (than strictly serializability) TM-correctness property is assumed.

Peluso et al. \[54\] study the complexity of TM implementations in the class \(\mathcal{RWF}\) and show that deriving DAP implementations is impossible even if the TM-correctness assumed is weaker than strict serializability.

Exploring the complexity of STM and HyTM implementations satisfying the TM-correctness properties of VWC and TMS1 as well as properties weaker than strict serializability opens up several open questions and research directions.

HyTM models and complexity. Recent work has investigated alternatives to HyTMs that rely on STM fallback, such as sandboxing \[3,15\] or hardware-accelerated STM \[59,62\], and the use of both direct and cached accesses within the same hardware transaction to reduce instrumentation overhead \[57,58\]. Another recent approach proposed reduced hardware transactions \[51\], where a part of the slow-path is executed using a short fast-path transaction, which allows to partially eliminate instrumentation from the hardware fast-path.

Verifying the correctness and understanding the complexity of these protocols is an important research direction as is identifying techniques for automatically
deploying the best TM implementation for a given workload [22] and scheduling techniques for HyTMs [23].
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